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Preface

SPSS 13.0 is a comprehensive system for analyzing data. The Classification Trees
optional add-on module provides the additional analytic techniques described in this
manual. The Classification Trees add-on module must be used with the SPSS 13.0
Base system and is completely integrated into that system.

Installation

To install the Classification Trees add-on module, run the License Authorization
Wizard using the authorization code that you received from SPSS Inc. For more
information, see the installation instructions supplied with the SPSS Base system.

Compatibility

SPSSis designed to run on many computer systems. See the installation instructions
that came with your system for specific information on minimum and recommended
requirements.

Serial Numbers

Your seria number is your identification number with SPSS Inc. You will need
this serial number when you contact SPSS Inc. for information regarding support,
payment, or an upgraded system. The serial number was provided with your Base
system.

Customer Service
If you have any gquestions concerning your shipment or account, contact your local

office, listed on the SPSS Web site at http: //www.spss.com/worldwide. Please have
your serial number ready for identification.



Training Seminars

SPSS Inc. provides both public and onsite training seminars. All seminars feature
hands-on workshops. Seminars will be offered in major cities on aregular basis. For
more information on these seminars, contact your local office, listed on the SPSS
Web site at http://www.spss.com/worldwide.

Technical Support

The services of SPSS Technical Support are available to registered customers.
Customers may contact Technical Support for assistance in using SPSS or for
installation help for one of the supported hardware environments. To reach Technical
Support, see the SPSS Web site at http://mww.spss.com, or contact your local office,
listed on the SPSS Web site at http://mww.spss.com/worldwide. Be prepared to
identify yourself, your organization, and the serial number of your system.

Additional Publications

Additional copies of SPSS product manuals may be purchased directly from SPSS
Inc. Visit the SPSS Web Store at http://mww.spss.com/estore, or contact your local
SPSS office, listed on the SPSS Web site at http: //mww.spss.com/wor ldwide. For
telephone ordersin the United States and Canada, call SPSS Inc. at 800-543-2185.
For telephone orders outside of North America, contact your local office, listed

on the SPSS Web site.

The SPSS Statistical Procedures Companion, by Marija Norusis, has been
published by Prentice Hall. A new version of this book, updated for SPSS 13.0, is
planned. The SPSS Advanced Statistical Procedures Companion, also based on SPSS
13.0, is forthcoming. The SPSS Guide to Data Analysis for SPSS 13.0isaso in
development. Announcements of publications available exclusively through Prentice
Hall will be available on the SPSS Web site at http://www.spss.com/estore (select
your home country, and then click Books).

Tell Us Your Thoughts

Your comments are important. Please let us know about your experiences with SPSS
products. We especially like to hear about new and interesting applications using
the SPSS system. Please send e-mail to suggest@spss.com or write to SPSS Inc.,



Attn.: Director of Product Planning, 233 South Wacker Drive, 11th Floor, Chicago,
IL 60606-6412.

About This Manual

This manual documents the graphical user interface for the procedures included in
the Classification Trees add-on module. Illustrations of dialog boxes are taken from
SPSS for Windows. Dialog boxes in other operating systems are similar. Detailed
information about the command syntax for features in this module is provided in the
SPSS Command Syntax Reference, available from the Help menu.

Contacting SPSS

If you would like to be on our mailing list, contact one of our offices, listed on our
Web site at http://www.spss.comyworldwide.
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Creating Classification Trees

Chapter

Figure 1-1
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The Classification Tree procedure creates a tree-based classification model. It
classifies cases into groups or predicts values of a dependent (target) variable based
on va ues of independent (predictor) variables. The procedure provides validation
tools for exploratory and confirmatory classification analysis.

The procedure can be used for:

Segmentation. |dentify persons who are likely to be members of a particular group.
Stratification. Assign casesinto one of several categories, such as high-, medium-, and
low-risk groups.

Prediction. Create rules and use them to predict future events, such as the likelihood
that someone will default on aloan or the potential resale value of a vehicle or home.

Data reduction and variable screening. Select a useful subset of predictors from alarge
set of variables for usein building aformal parametric model.

Interaction identification. Identify relationships that pertain only to specific subgroups
and specify these in aformal parametric model.

Category merging and discretizing continuous variables. Recode group predictor
categories and continuous variables with minimal loss of information.

Example. A bank wants to categorize credit applicants according to whether or not
they represent areasonable credit risk. Based on various factors, including the known
credit ratings of past customers, you can build amodel to predict if future customers
are likely to default on their loans.

A tree-based analysis provides some attractive features:
m [t alowsyou to identify homogeneous groups with high or low risk.
m It makesit easy to construct rules for making predictions about individual cases.
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Data Considerations

Data. The dependent and independent variables can be:

Nominal. A variable can be treated as nominal when its val ues represent categories
with no intrinsic ranking; for example, the department of the company in which
an employee works. Examples of nominal variables include region, zip code, or
religious affiliation.

Ordinal. A variable can be treated as ordinal when its values represent categories
with some intrinsic ranking; for example, levels of service satisfaction from
highly dissatisfied to highly satisfied. Examples of ordinal variables include
attitude scores representing degree of satisfaction or confidence and preference
rating scores.

Scale. A variable can be treated as scale when its values represent ordered
categories with ameaningful metric, so that distance comparisons between values
are appropriate. Examples of scale variables include age in years and income in
thousands of dollars.

Frequency weights If weighting is in effect, fractional weights are rounded to the
closest integer; so, cases with aweight value of less than 0.5 are assigned a weight of
0 and are therefore excluded from the analysis.

Assumptions. This procedure assumes that the appropriate measurement level has
been assigned to all analysis variables, and some features assume that al values of the
dependent variable included in the analysis have defined value labels.

Measurement level. Measurement level affects the tree computations; so, al
variables should be assigned the appropriate measurement level. By defaullt,
SPSS assumes that numeric variables are scale and string variables are nominal,
which may not accurately reflect the true measurement level. Anicon next to
each variable in the variable list identifies the variable type.
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__{E:;} Scale
s

t:, Nomina
ﬂ Ordinal

You can temporarily change the measurement level for avariable by right-clicking

the variable in the source variable list and selecting a measurement level from the
context menu.

m  Value labels. The dialog box interface for this procedure assumes that either al
nonmissing values of a categorical (nominal, ordinal) dependent variable have
defined value labels or none of them do. Some features are not available unless at
least two nonmissing values of the categorical dependent variable have value
labels. If at least two nonmissing values have defined value labels, any cases with
other values that do not have value labels will be excluded from the analysis.

To Obtain Classification Trees

From the menus choose:

Analyze
Classify
Tree...
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Figure 1-2

Classification Tree dialog box

Classification Tree [ x|
Wariables: Dependent Yariable:

Right click. on a wariable to
change its measurement
level in the Wariables lisk

Cutput, .., | 'v'al_iclation...l Criteria. .. |

» I a Credit rating [Credit. ..

Categaories. .. |

(o]

Paste |

Independent Variables:
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[~ Force first variable

Influence Varisble:

b

Growing Method;

JcHaD =]

Reset |
Cancel |
Help |

Save... | apkions, ..

» Select a dependent variable.

» Select one or more independent variables.

» Select a growing method.

Optionally, you can:

Creating Classification Trees

m Change the measurement level for any variable in the source list.
m Forcethefirst variable in the independent variables list into the model as the
first split variable.

m  Sdlect an influence variable that defines how much influence a case has on the
tree-growing process. Cases with lower influence values have less influence;
cases with higher values have more. Influence variable values must be positive.

m  Validate the tree.

m  Customize the tree-growing criteria.
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m  Save termina node numbers, predicted values, and predicted probabilities
as variables.

m  Savethe model in XML (PMML) format.

Changing Measurement Level
Right-click the variable in the source list.

Select a measurement level from the pop-up context menu.

This changes the measurement level temporarily for use in the Classification Tree
procedure.

Growing Methods

The available growing methods are:

CHAID. Chi-sguared Automatic Interaction Detection. At each step, CHAID
chooses the independent (predictor) variable that has the strongest interaction with
the dependent variable. Categories of each predictor are merged if they are not
significantly different with respect to the dependent variable.

Exhaustive CHAID. A modification of CHAID that examines al possible splits for
each predictor.

CRT. Classification and Regression Trees. CRT splits the data into segments that are

as homogeneous as possible with respect to the dependent variable. A terminal node
in which all cases have the same value for the dependent variable is a homogeneous,
"pure” node.

QUEST. Quick, Unbiased, Efficient Statistical Tree. A method that is fast and avoids
other methods' bias in favor of predictors with many categories. QUEST can be
specified only if the dependent variable is nominal.

There are benefits and limitations with each method, including:

CHAID* CRT QUEST
Chi-square-based* * X
Surrogate independent (predictor) X X
variables
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CHAID* CRT QUEST

Tree pruning X X
Multiway node splitting X

Binary node splitting X X
Influence variables X X

Prior probabilities X X
Misclassification costs X X X
Fast calculation X X

*|ncludes Exhaustive CHAID.

**QUEST also uses a chi-sguare measure for nominal independent variables.

Selecting Categories

Figure 1-3
Categories dialog box

Classification Tree: Categones

—Dependent Yariable Categories

Varisble: Credit rating

Use in Analysis: Exclude:
Category Target B Mo credic history
B Bad [l
[ | Googd |l N

Use the checkboxes to select a category {or categories) of
primary interest, For example, if wou are trying to identify
characteristics of persons likely to respond to a mailing,
‘responded' would be the karget cateqory,

Continue I Cancel | Help

For categorical (nominal, ordinal) dependent variables, you can:
m  Control which categories are included in the analysis.
m |dentify the target categories of interest.
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Including/Excluding Categories

You can limit the analysis to specific categories of the dependent variable.

Cases with values of the dependent variable in the Exclude list are not included
in the analysis.

For nominal dependent variables, you can also include user-missing categoriesin
the analysis. (By default, user-missing categories are displayed in the Exclude
list.)

Target Categories

Selected (checked) categories are treated as the categories of primary interest in the
analysis. For example, if you are primarily interested in identifying those individuals
most likely to default on aloan, you might select the “bad” credit-rating category

as the target category.

Thereis no default target category. If no category is selected, some classification
rule options and gains-related output are not available.

If multiple categories are selected, separate gains tables and charts are produced
for each target category.

Designating one or more categories as target categories has no effect on the tree
model, risk estimate, or misclassification results.

Categories and Value Labels

This dialog box requires defined value labels for the dependent variable. It is not
available unless at least two values of the categorical dependent variable have defined
value labels.

To Include/Exclude Categories and Select Target Categories

In the main Classification Tree dialog box, select a categorical (nominal, ordinal)
dependent variable with two or more defined value labels.

» Click Categories.
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Validation

Figure 1-4
Validation dialog box

Classification Tree: Validation

" Mone

" Crossvalidation

Hurnber, af & ample Falds: I‘I ]

' Split-sample validation

r— Caze Allocation
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Training Sample [%): IED.DD Test Sample:  50.00%
" Use variable
Wariables: Split Sample B
b
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sample. &l others are used in
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— Digplay Results For

&' Training and test samples
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CEoniinug | Cancel | Hep |

Validation allows you to assess how well your tree structure generalizes to a larger
population. Two validation methods are available: crossvalidation and split-sample
validation.

Crossvalidation

Crossvalidation divides the sample into a number of subsamples, or folds. Tree
models are then generated, excluding the data from each subsamplein turn. Thefirst
tree is based on all of the cases except those in the first sample fold, the second tree
is based on al of the cases except those in the second sample fold, and so on. For
each tree, misclassification risk is estimated by applying the tree to the subsample
excluded in generating it.
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® You can specify amaximum of 25 sample folds. The higher the value, the fewer
the number of cases excluded for each tree model.

m  Crossvaidation produces a single, final tree model. The crossvalidated risk
estimate for the final tree is calculated as the average of the risks for all of the
trees.

Split-Sample Validation

With split-sample validation, the model is generated using a training sample and
tested on a hold-out sample.

®  You can specify atraining sample size, expressed as a percentage of the total
sample size, or avariable that splits the sample into training and testing sampl es.

m If you use avariable to define training and testing samples, cases with avalue
of 1 for the variable are assigned to the training sample, and al other cases are
assigned to the testing sample. The variable cannot be the dependent variable,
weight variable, influence variable, or aforced independent variable.

®m  You can display results for both the training and testing samples or just the
testing sample.

m  Split-sample validation should be used with caution on small data files (datafiles
with a small number of cases). Small training sample sizes may yield poor
models, since there may not be enough cases in some categories to adequately
grow the tree.

Tree-Growing Criteria

The available growing criteria may depend on the growing method, level of
measurement of the dependent variable, or a combination of the two.
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Growth Limits

Figure 1-5
Criteria dialog box, Growth Limits tab

Classification Tree: Criteria

Grawth Limits | CHAID | Intervals |

— basimum Tree Depth——————  — Minimum Mumber of Cazes
(% Autaratic Parert Mode: l—
ET:J.QE’?S?“:”?:J? 3arlwedvalil ::DEE EHA'D' Child Nade: |
" Custom

Walue: I

CEinue ] Cancel | Hep |

The Growth Limits tab allows you to limit the number of levelsin the tree and control
the minimum number of cases for parent and child nodes.

Maximum Tree Depth. Controls the maximum number of levels of growth beneath
the root node. The Automatic Setting limits the tree to three levels beneath the root
node for the CHAID and Exhaustive CHAID methods and five levels for the CRT
and QUEST methods.

Minimum Number of Cases. Controls the minimum numbers of cases for nodes. Nodes
that do not satisfy these criteriawill not be split.

®m  Increasing the minimum values tends to produce trees with fewer nodes.

m  Decreasing the minimum values produces trees with more nodes.

For data files with a small number of cases, the default values of 100 cases for parent
nodes and 50 cases for child nodes may sometimes result in trees with no nodes

below the root node; in this case, lowering the minimum values may produce more
useful results.
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CHAID Criteria

Figure 1-6
Criteria dialog box, CHAID tab
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For the CHAID and Exhaustive CHAID methods, you can control:

Significance Level. You can control the significance value for splitting nodes and
merging categories. For both criteria, the default significance level is 0.05.

m  For splitting nodes, the value must be greater than 0 and lessthan 1. Lower values
tend to produce trees with fewer nodes.

m  For merging categories, the value must be greater than 0 and less than or equal to
1. To prevent merging of categories, specify avalue of 1. For a scale independent
variable, this means that the number of categories for the variable in the final tree
is the specified number of intervals (the default is 10). For more information,
see “Scale Intervals for CHAID Analysis’ on p. 14.
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Chi-Square Statistic. For ordinal dependent variables, chi-square for determining node
splitting and category merging is calculated using the likelihood-ratio method. For
nominal dependent variables, you can select the method:

m  Pearson. This method provides faster cal culations but should be used with caution
on small samples. Thisis the default method.

m Likelihood ratio. This method is more robust that Pearson but takes longer to
calculate. For small samples, thisis the preferred method.

Model Estimation. For nominal and ordinal dependent variables, you can specify:

®  Maximum number of iterations. The default is 100. If the tree stops growing
because the maximum number of iterations has been reached, you may want to
increase the maximum or change one or more of the other criteria that control
tree growth.

®  Minimum change in expected cell frequencies. The value must be greater than O
and lessthan 1. The default is 0.05. Lower values tend to produce trees with
fewer nodes.

Adjust significance values using Bonferroni method. For multiple comparisons,
significance values for merging and splitting criteria are adjusted using the Bonferroni
method. Thisis the default.

Allow resplitting of merged categories within a node. Unless you explicitly prevent
category merging, the procedure will attempt to merge independent (predictor)
variable categories together to produce the simplest tree that describes the model.
This option allows the procedure to resplit merged categoriesif that provides a better
solution.
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Scale Intervals for CHAID Analysis

Figure 1-7
Criteria dialog box, Intervals tab

Classification Tree: Criteria
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& Custom
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Continue I Cancel | Help |

In CHAID analysis, scale independent (predictor) variables are always banded into
discrete groups (for example, 0-10, 11-20, 21-30, etc.) prior to analysis. You can
control the initial/maximum number of groups (athough the procedure may merge
contiguous groups after the initial split):
m  Fixed number. All scale independent variables are initially banded into the same
number of groups. The default is 10.
m  Custom. Each scale independent variable is initially banded into the number
of groups specified for that variable.

To Specify Intervals for Scale Independent Variables

In the main Classification Tree dialog box, select one or more scale independent
variables.

» For the growing method, select CHAID or Exhaustive CHAID.

» Click Criteria.
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» Click the Intervals tab.

In CRT and QUEST analysis, al splits are binary and scale and ordinal independent
variables are handled the same way; so, you cannot specify a number of intervals
for scale independent variables.

CRT Criteria

Figure 1-8
Criteria dialog box, CRT tab

Classification Tree: Criteria

Growth Limits  CRT IPruningl Sunogatesl
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Splits are found that maximize the homogeneity of child nodes with respect to
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Cateqgories of the dependent wariable are grouped into bwo subclasses. Splits
are found that best separate the bwo groups.

" Ordered Twaing

Similar to Twoing except that only adjacent categories may be grouped. This
measure is available for ordinal dependent wariables only.

tinimumm Change in Improvement; ID-DDE” Large values tend to vield smaller
trees.

Cancel | Help |

The CRT growing method attempts to maximize within-node homogeneity. The
extent to which a node does not represent a homogenous subset of casesisan
indication of impurity. For example, aterminal node in which al cases have the
same value for the dependent variable is a homogenous node that requires no further
splitting because it is “ pure.”

You can select the method used to measure impurity and the minimum decrease in
impurity required to split nodes.

Impurity Measure. For scale dependent variables, the least-squared deviation (LSD)
measure of impurity is used. It is computed as the within-node variance, adjusted for
any frequency weights or influence values.
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For categorical (nominal, ordinal) dependent variables, you can select the impurity
measure:

m  Gini. Splits are found that maximize the homogeneity of child nodes with respect
to the value of the dependent variable. Gini is based on squared probabilities
of membership for each category of the dependent variable. It reachesits
minimum (zero) when all casesin anode fal into a single category. Thisis
the default measure.

m  Twoing. Categories of the dependent variable are grouped into two subclasses.
Splits are found that best separate the two groups.

m  Ordered twoing. Similar to Twoing except that only adjacent categories can be
grouped. This measure is available only for ordinal dependent variables.

Minimum change in improvement. This is the minimum decrease in impurity required
to split anode. The default is 0.0001. Higher values tend to produce trees with
fewer nodes.

QUEST Criteria

Figure 1-9
Criteria dialog box, QUEST tab

Claszsification Tree: Criteria

Growth Limits  QUEST IF'runingl Sunogatesl

Significance Level for Spliting Nodes: IU-U5

An independent variable cannot be uzed to zplit a node unlezs its significance value
iz lezz than or equal ta the level you specify.

M Eontinue : Cancel Help
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For the QUEST method, you can specify the significance level for splitting nodes. An
independent variable cannot be used to split nodes unless the significance level is
less than or equal to the specified value. The value must be greater than 0 and less
than 1. The default is 0.05. Smaller values will tend to exclude more independent
variables from the fina model.

To Specify QUEST Criteria
In the main Classification Tree dialog box, select anominal dependent variable.
For the growing method, select QUEST.

Click Criteria.

vV v v Vv

Click the QUEST tab.

Pruning Trees

Figure 1-10
Criteria dialog box, Pruning tab

Classification Tree: Criteria

Growth Limitsl CRT Pruning I Sunogatesl

W Prune tree to avaoid overfitting

aximum Difference in Rigk [in Standard Ermorz): I‘I

After the tree iz grown to its full depth, pruning trims the tree down to the smallest
subtree that has an acceptable nsk value.

Enter the masimum acceptable difference in rigk between the pruned tree and the
subtree with the smallest rigk.

To produce a simpler tree, increase the maximum difference. To select the sublree
with the smallest risk, enter .

M Continue Cancel Help
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With the CRT and QUEST methods, you can avoid overfitting the model by pruning
the tree: the tree is grown until stopping criteria are met, and then it is trimmed
automatically to the smallest subtree based on the specified maximum difference in
risk. Therisk valueis expressed in standard errors. The default is 1. The value must
be non-negative. To obtain the subtree with the minimum risk, specify 0.

Pruning versus Hiding Nodes

When you create a pruned tree, any nodes pruned from the tree are not available in
the final tree. You can interactively hide and show selected child nodes in the final
tree, but you cannot show nodes that were pruned in the tree creation process. For
more information, see “ Tree Editor” in Chapter 2 on p. 49.

Surrogates

Figure 1-11
Criteria dialog box, Surrogates tab

Classification Tree: Criteria

Growith Limitsl CRT | Pruning Surmogates I

b airnurn Hurber of Surrogates

& Automatic (one fewer than the number of independent variables]

" Custom:

alue: I

Surrogates are uzed to classify cazes that have missing values on independent variables
uzed in the tree. Specify the maximun nurmber of surogates to compute for each split

CEinue ] Cancel | Hep |

CRT and QUEST can use surrogates for independent (predictor) variables. For
cases in which the value for that variable is missing, other independent variables
having high associations with the original variable are used for classification. These
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aternative predictors are called surrogates. You can specify the maximum number of
surrogates to use in the model.

m By default, the maximum number of surrogates is one less than the number of
independent variables. In other words, for each independent variable, al other
independent variables may be used as surrogates.

m If you don’'t want the model to use surrogates, specify O for the number of
surrogates.

Options

Available options may depend on the growing method, the level of measurement of
the dependent variable, and/or the existence of defined value labels for values of
the dependent variable.

Misclassification Costs

Figure 1-12
Options dialog box, Misclassification Costs tab

Claszsification Tree: Dptions

Missing Values Misclassification Costs | Prafits |

" Equal across categories

& Custom
Predicted Categary:
Bad Good
Bad u] 2
Good 1 u]
Actual
Categony:
< | 2l

Fill kA atri
’7 Duplicate Lower Triangle | Duplicate Upper Triangle | Uge Average Cell Yalues |

Continue I Cancel | Help |
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vV v v VY

For categorical (nominal, ordinal) dependent variables, misclassification costs allow
you to include information about the relative penalty associated with incorrect
classification. For example:

m  The cost of denying credit to a creditworthy customer is likely to be different
from the cost of extending credit to a customer who then defaults on the loan.

m  The cost of misclassifying an individual with a high risk of heart disease as
low risk is probably much higher than the cost of misclassifying a low-risk
individual as high-risk.

m The cost of sending a mass mailing to someone who isn't likely to respond is
probably fairly low, while the cost of not sending the mailing to someone who is
likely to respond is relatively higher (in terms of lost revenue).

Misclassification Costs and Value Labels

Thisdialog box is not available unless at |east two values of the categorica dependent
variable have defined value labels.

To Specify Misclassification Costs

In the main Classification Tree dialog box, select a categorical (nominal, ordinal)
dependent variable with two or more defined value labels.

Click Options.
Click the Misclassification Costs tab.
Click custom.

Enter one or more misclassification costsin the grid. Values must be non-negative.
(Correct classifications, represented on the diagonal, are aways0.)

Fill Matrix. In many instances, you may want costs to be symmetric—that is, the
cost of misclassifying A as B is the same as the cost of misclassifying B as A. The
following controls can make it easier to specify a symmetric cost matrix:

m  Duplicate Lower Triangle. Copies valuesin the lower triangle of the matrix (below
the diagonal) into the corresponding upper-triangular cells.
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m  Duplicate Upper Triangle. Copies valuesin the upper triangle of the matrix (above
the diagonal) into the corresponding lower-triangular cells.

Use Average Cell Values. For each cell in each half of the matrix, the two values
(upper- and lower-triangular) are averaged and the average replaces both

values. For example, if the cost of misclassifying A as B is 1 and the cost of
misclassifying B as A is 3, then this control replaces both of those values with the

average (1+3)/2 = 2.
Profits

Figure 1-13
Options dialog box, Profits tab

Classification Tree: Options

Mizzing Valuesl Misclassification Costs  Prafits |
= Mone
£ Custom

Bevenue and Expenze Yalues:

Revenue Expense Profit
Bad 10 12 -2
Good 100 5 a5

Enter revenus and expenze values for each category. Profits are computed
autormatically.

Cancel | Help |

For categorical dependent variables, you can assign revenue and expense val ues to
levels of the dependent variable.

m  Profit is computed as revenue minus expense.
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m  Profit values affect average profit and ROI (return on investment) valuesin gains
tables. They do not affect the basic tree model structure.

®  Revenue and expense values must be numeric and must be specified for all
categories of the dependent variable displayed in the grid.

Profits and Value Labels

This dialog box requires defined value labels for the dependent variable. It is not
available unless at least two values of the categorical dependent variable have defined
value labels.

To Specify Profits

In the main Classification Tree dialog box, select a categorical (nominal, ordinal)
dependent variable with two or more defined value labels.

Click Options.
Click the Profits tab.
Click custom.

Enter revenue and expense values for al dependent variable categories listed in
the grid.
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Prior Probabilities

Figure 1-14
Options dialog box, Prior Probabilities tab

Classification Tree: Options

Misclazsification Eostsl Prafitz ~ Priar Probabilities I

Obtain from training sample [empirical priors
¢ Dbtain from b le | | |
" Equal across categories
& Custom

Friors:

Value
Bad 25
Good 73
Sum of Yalues: 100 Values are automatically normalized.
[ Adiust mricrs using miselassification costs
CEningg | Cancel | Hen |

For CRT and QUEST trees with categorical dependent variables, you can specify
prior probabilities of group membership. Prior probabilities are estimates of

the overall relative frequency for each category of the dependent variable prior to
knowing anything about the values of the independent (predictor) variables. Using
prior probabilities helpsto correct any tree growth caused by datain the samplethat is
not representative of the entire population.

Obtain from training sample (empirical priors). Use this setting if the distribution

of dependent variable values in the data file is representative of the population
distribution. If you are using split-sample validation, the distribution of cases in the
training sample is used.

Note: Since cases are randomly assigned to the training sample in split-sample
validation, you won't know the actual distribution of casesin the training samplein
advance. For more information, see “Validation” on p. 9.
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Equal across categories. Use this setting if categories of the dependent variable are
represented equally in the population. For example, if there are four categories,
approximately 25% of the cases are in each category.

Custom. Enter a non-negative value for each category of the dependent variable listed
in the grid. The values can be proportions, percentages, frequency counts, or any
other values that represent the distribution of values across categories.

Adjust priors using misclassification costs. If you define custom misclassification
costs, you can adjust prior probabilities based on those costs. For more information,
see “Misclassification Costs’ on p. 19.

Profits and Value Labels

This dialog box requires defined value labels for the dependent variable. It isnot
available unless at least two values of the categorical dependent variable have defined
value labels.

To Specify Prior Probabilities

In the main Classification Tree dialog box, select a categorical (nominal, ordinal)
dependent variable with two or more defined value labels.

For the growing method, select CRT or QUEST.
Click Options.

Click the Prior Probabilities tab.
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Scores

Figure 1-15
Options dialog box, Scores tab

Classification Tree: Options

Mizzing Valuesl Mizclazsification Eostsl Profitz ~ Scores

= Use ordinal rank for each category
& Custom

Category Scores:

Value
Unskilled 1
Skilled manual 4
Clerical 4.5
Professional T
Management E

Scores must be unique across categories,

Continue I Cancel | Help |

For CHAID and Exhaustive CHAID with an ordinal dependent variable, you can
assign custom scores to each category of the dependent variable. Scores define the
order of and distance between categories of the dependent variable. You can use
scores to increase or decrease the relative distance between ordinal values or to
change the order of the values.

m Use ordinal rank for each category. The lowest category of the dependent variable
isassigned a score of 1, the next highest category is assigned a score of 2, and so
on. Thisisthe default.

m  Custom. Enter a numeric score value for each category of the dependent variable
listed in the grid.



26

Chapter 1

Example

Value Label Original Value Score
Unskilled 1 1
Skilled manual 2 4
Clerical 3 45
Professional 4

Management 5

m  The scores increase the relative distance between Unskilled and Skilled manual
and decrease the relative distance between Skilled manual and Clerical.

m The scores reverse the order of Management and Professional.

Scores and Value Labels

This dialog box requires defined value labels for the dependent variable. It is not
available unless at least two values of the categorical dependent variable have defined
value labels.

To Specify Scores

In the main Classification Tree dialog box, select an ordinal dependent variable
with two or more defined value labels.

For the growing method, select CHAID or Exhaustive CHAID.
Click Options.

Click the Scores tab.
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Missing Values

Figure 1-16
Options dialog box, Missing Values tab

Classification Tree: Options

Missing Values I Misclazsification Eostsl Prafits I

User-Missing ¥ alues of Nominal Independent ¥ ariables

" Treat as valid values

Treatment of cases with mizsing walues of independent wariables depends on
the growing method.

For CHAID missing values are included in the tree-growing process az a floating
category that iz allowed to merge with other categories in tree nodes.

For CRT and QUEST missing values excluded from the tree-growing process
but are classified using surogates.

Continue I Cancel | Help |

The Missing Values tab controls the handling of nominal, user-missing, independent
(predictor) variable values.

m Handling of ordinal and scale user-missing independent variable values varies
between growing methods.

m  Handling of nominal dependent variables is specified in the Categories dialog
box. For more information, see “ Selecting Categories” on p. 7.

m For ordinal and scale dependent variables, cases with system-missing or
user-missing dependent variable values are always excluded.

Treat as missing values. User-missing values are treated like system-missing values.
The handling of system-missing values varies between growing methods.

Treat as valid values. User-missing values of nominal independent variables are treated
as ordinary values in tree growing and classification.
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Method-Dependent Rules

If some, but not all, independent variable values are system- or user-missing:

m  For CHAID and Exhaustive CHAID, system- and user-missing independent
variable values are included in the analysis as a single, combined category. For
scale and ordina independent variables, the algorithms first generate categories
using valid values and then decide whether to merge the missing category with its
most similar (valid) category or keep it as a separate category.

m  For CRT and QUEST, cases with missing independent variable values are
excluded from the tree-growing process but are classified using surrogates if
surrogates are included in the method. If nominal user-missing values are
treated as missing, they are also handled in this manner. For more information,
see “Surrogates’ on p. 18.

To Specify Nominal, Independent User-Missing Treatment

» Inthe main Classification Tree dialog box, select at least one nominal independent
variable.

» Click Options.

» Click the Missing Values tab.
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Saving Model Information

Figure 1-17
Save dialog box

— Saved Wariables
[ Teminal node number
[™ Predicted value
™ Predicted probabiliss

[~ Sample azsignment [trainingAtesting)

— Export Tree Model as kML

[ Training Sample

Filee: | Browse..

Bz |
[~ TestSample
B |

File: I Browse,..

CEorinue ] Cancel | Hep |

You can save information from the model as variables in the working data file, and
you can also save the entire model in XML (PMML) format to an externa file.

Saved Variables

Terminal node number. The terminal node to which each case is assigned. Thevaueis
the tree node number.

Predicted value. The class (group) or value for the dependent variable predicted
by the model.

Predicted probabilities. The probability associated with the model’s prediction. One
variable is saved for each category of the dependent variable. Not available for
scal e dependent variables.

Sample assignment (training/testing). For split-sample validation, this variable
indicates whether a case was used in the training or testing sample. Thevalueis1
for the training sample and O for the testing sample. Not available unless you have
selected split-sample validation. For more information, see “Validation” on p. 9.
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Export Tree Model as XML

You can save the entire tree model in XML (PMML) format. SmartScore and the
server version of SPSS (a separate product) can use this model file to apply the model
information to other datafiles for scoring purposes.

Training sample. Writes the model to the specified file. For split-sample validated
trees, thisis the model for the training sample.

Test sample. Writes the model for the test sample to the specified file. Not available
unless you have selected split-sample validation.
Output

Available output options depend on the growing method, the measurement level of
the dependent variable, and other settings.
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Tree Display
Figure 1-18
Output dialog box, Tree tab
Classification Tree: Dutput E
Tree | statistics | Plots | Rules |
¥ Tree
—Display
Crientation: " Top down
™ Left to right
" Right to left
Node Contents: ' Table
" Chart
™ Table and chart
Scale: & puromatic (reduces scale for large trees)
. Cusktom
Percent: | 100
¥ Independent wariable skatistics
2 Mode definitions

[T Treein table Format

Ctoninue | cancel | heb |

You can control the initial appearance of the tree or completely suppress the tree
display.

Tree. By default, the tree diagram is included in the output displayed in the Viewer.
Deselect (uncheck) this option to exclude the tree diagram from the output.

Display. These options control the initial appearance of the tree diagram in the Viewer.
All of these attributes can also be modified by editing the generated tree.

m  Orientation. The tree can be displayed top down with the root node at the top,
left to right, or right to left.
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®  Node contents. Nodes can display tables, charts or both. For categorical dependent
variables, tables display frequency counts and percentages, and the charts are bar
charts. For scale dependent variables, tables display means, standard deviations,
number of cases, and predicted values, and the charts are histograms.

m Scale. By default, large trees are automatically scaled down in an attempt to fit
the tree on the page. You can specify a custom scale percentage of up to 200%.

®m Independent variable statistics. For CHAID and Exhaustive CHAID, statistics
include F value (for scale dependent variables) or chi-square value (for
categorical dependent variables) as well as significance value and degrees of
freedom. For CRT, the improvement value is shown. For QUEST, F, significance
value, and degrees of freedom are shown for scale and ordinal independent
variables; for nominal independent variables, chi-square, significance value,
and degrees of freedom are shown.

m  Node definitions. Node definitions display the value(s) of the independent variable
used at each node split.

Tree in table format. Summary information for each node in the tree, including parent
node number, independent variable statistics, independent variable value(s) for the
node, mean and standard deviation for scale dependent variables, or counts and
percentages for categorical dependent variables.
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Figure 1-19
Tree in table format
Biad oo Total Primary Independent Yariahle
Predicted Parert Chi- Split
Mode I Percent il Percent il Percent | Category Mode “ariable Sig. Souare of “alues
u] 1020 41.4% | 1444 55.6% 2464 | 1000% | Good
1 Incame
454 821% 99 17.9% 553 22.4% | Bad u] level nog - | 662457 2 | ==Low
2 476 | 420% | 858 | seom | 1134 | 480% | Good g |Ineome noo |eezasy | oz | Lo
leneel Medium]
? a0 | 116% | 687 | saewm | 77 | 315% | Good o |Meome | pog |es2dsr | 2 |7
leseel Mecdium
4 Mumber 5 ar
422 a96.7% 322 43.3% 744 30.2% | Bad 2 | of credit oo (19313 1 mare
cards
3 Mumber Less
a4 13.8% 336 86.2% 390 15.8% | Good 2 | of credt oo (193413 1 than 5
cards
g Mumber Sor
a0 17 6% 375 82.4% 455 18.5% | Good 3 | of credt nag 35.587 1 Imore
cards
7 Mumber Less
10 3% 32 95.9% 322 13.1% | Good 3 | of credt oo 38.587 1 than 5
cards
g == 2.
21 §0.6% a0 19.2% 261 10.6% | Bad 4 | Age oo 95.299 1 o7
g 211 43.7% 272 96.3% 453 19.6% | Good 4 | Age oo 95.299 1 | =25079
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Statistics
Figure 1-20
Output dialog box, Statistics tab
Tree  Statistics |plots | Rules |
—Model —Mode Performance
¥ Summary ¥ Summary
v Risk ¥ By target category

W Classification table
Cost, prior probability, score,
r and profit values Rows: IBUth 'I
— : R Sork y
Independent Yariables Order: IDescendlng vl
[ Importance ta model Percentile Im
Increment: °

™ Display cumulative statistics

™ Surrogates by splic

{ Continue Cancel | Help |

Available statistics tables depend on the measurement level of the dependent variable,
the growing method, and other settings.

Model

Summary. The summary includes the method used, the variables included in the
model, and the variables specified but not included in the model.
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Figure 1-21
Model summary table

Specifications

Results

Grovving Method
Dependent Yaria

hile

Independernt Yarishles

Walidation

Mazimum Tree Depth
Minimum Cazes in Parent

Mocle

Minimum Cazes in Child Mace

Independert  ari
Incluced

ahles

Mumber of Modes

Mumber of Terminsl Modes

Depth

CHaID
Credit rating

Age, Income, Credit cards,
Education, Car loans

MOME

3
400
200

Age, Income, Credit cards
10
E
3
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Risk. Risk estimate and its standard error. A measure of the tree’ s predictive accuracy.

For categorical dependent variables, the risk estimate is the proportion of cases
incorrectly classified after adjustment for prior probabilities and misclassification

costs.

For scale dependent variables, the risk estimate is within-node variance.

Classification table. For categorical (nominal, ordinal) dependent variables, thistable
shows the number of cases classified correctly and incorrectly for each category of
the dependent variable. Not available for scale dependent variables.

Figure 1-22
Risk and classification tables
Risk
Ex=timate: Std. Error
205 005

Growing Method, CHAID

Dependent Yariable: Credit rating

Classification

Predicted
Ohserved Bad Good Percert Correct
B EES 385 65.2%
Good 143 1295 89.7%
Overall Percentage 33.0% B 0% 79.5%

Growing Method: CHAID
Dependent Yariahle: Credit rating
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Cost, prior probability, score, and profit values. For categorical dependent variables, this
table shows the cost, prior probability, score, and profit values used in the analysis.
Not available for scale dependent variables.

Independent Variables

Importance to model. For the CRT growing method, ranks each independent (predictor)
variable according to its importance to the model. Not available for QUEST or
CHAID methods.

Surrogates by split. For the CRT and QUEST growing methods, if the model includes
surrogates, lists surrogates for each split in the tree. Not available for CHAID
methods. For more information, see “Surrogates’ on p. 18.

Node Performance

Summary. For scale dependent variables, the table includes the node number, the
number of cases, and the mean value of the dependent variable. For categorical
dependent variables with defined profits, the table includes the node number, the
number of cases, the average profit, and the ROI (return on investment) values.
Not available for categorical dependent variables without defined profits. For more
information, see “Profits’ on p. 21.



37

Figure 1-23

Gain summary tables for nodes and percentiles

Gain Summary for Hodes

Mode il Percent Profit ROl

7 322 131% T7E26 T A%

5 380 15.8% 70308 308 .8%

E 455 18.5% E7 692 287 9%

9 433 19.6% 49420 172.0%

g 261 106% 23410 £4.7%

1 553 224% 22532 B1.9%

Gain Summary for Percentiles

Percentil: Modes I Profit Rl
10 7 245 TTa26 377 .4%
20 7.5 493 7228 352.0%
30 a2, B 739 73485 336.2%
40 g 956 72036 323.4%
=0 E; 8 1232 T0.205 307 .9%
=] q 1475 BB 745 280.6%
70 9.5 1725 53134 254 4%
a0 g1 18971 28149 221 5%
an 1 2218 54183 197 .9%
100 1 2464 51.023 180.4%

Creating Classification Trees

By target category. For categorical dependent variables with defined target categories,
the table includes the percentage gain, the response percentage, and the index
percentage (lift) by node or percentile group. A separate table is produced for each
target category. Not available for scale dependent variables or categorical dependent
variables without defined target categories. For more information, see “Selecting
Categories’ on p. 7.
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Figure 1-24
Target category gains for nodes and percentiles

Target Category: Bad

Gains for Hodes

Mo Gain

Mode &l Percert M Percent Response Il

1 553 22.4% 454 44 5% 821% 198.3%

g 261 10.6% 21 207% 80.8% 195.3%

] 433 19.6% 21 207% 43 7% 105.5%

g 455 18.5% an 7.8% 17 B% 42.5%

5 390 15.8% 54 53% 13.8% 33.4%

7 322 131% 10 1.0% 3% 7TE%

Gains for Percentiles
Gain

Percentile Modes ] &l Percert Response Inclex
10 1 246 202 19.8% 821% 198.3%
20 1 493 405 39.7% 82.1% 195.3%
30 1,8 739 604 59.3% 81 .8% 197 6%
40 8,49 986 740 T2E% 751% 181.3%
50 9 1232 g45 831% 65.9% 166.2%
B0 9. 6 1478 q03 89.0% 61 4% 148.4%
70 g 1725 951 93.3% 351% 133.2%
a0 6,5 197 956 96.7% 50.0% 120.9%
a0 5,7 2218 1012 99.3% 45 B% 110.3%
100 7 2464 1020 100.0% 41 4% 100.0%

Rows. The node performance tables can display results by terminal nodes, percentiles,
or both. If you select both, two tables are produced for each target category. Percentile
tables display cumulative values for each percentile, based on sort order.

Percentile increment. For percentile tables, you can select the percentile increment:

1, 2, 5, 10, 20, or 25.

Display cumulative statistics. For terminal node tables, displays additional columns

in each table with cumulative results.
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Charts

Figure 1-25
Output dialog box, Plots tab

Classification Tree: Dutput E

Tree IStatistics Plats IRuIesI

™ Independert wariable impaortance o rmode

—Mode Performance
¥ Gain

¥ Index

[~ Response

" Mean

[ awerage profit

¥ Return on irvestment (ROT)

Percentile Increment: IIEI% vl

Ctoninue | cancel | heb |

Available charts depend on the measurement level of the dependent variable, the
growing method, and other settings.

Importance to model. Bar chart of model importance by independent variable
(predictor). Available only with the CRT growing method.

Node Performance

Gain. Gain is the percentage of total casesin the target category in each node,
computed as: (node target n/total target n) x 100. The gains chart is aline chart of
cumulative percentile gains, computed as. (cumulative percentile target n / total
target n) x 100. A separate line chart is produced for each target category. Available
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only for categorical dependent variables with defined target categories. For more
information, see “ Selecting Categories’ on p. 7.

The gains chart plots the same values that you would see in the Gain Percent column
in the gains for percentiles table, which also reports cumulative val ues.

Figure 1-26

Gains for percentiles table and gains chart

Gains for Percentiles

30
Percentile Modes M M Percert JResponse Index
10 1 248 202 19.8% 821% | 198.3%
20 1 493 405 39.7% 9219% | 195.3%
an 1,8 739 E04 59.3% 91.8% | 197.6%
40 g, 49 Q56 740 T2E% 751% | 181.3%
100% — 83.1% 63.8% | 166.2%
[ 89.0% B1.4% | 146.4%
93.3% S51% | 133.2%
80% — 96.7% s00% | 1209%
99.3% 456% | 110.3%
100.0% 41.4% | 100.0%

G0% =

40% —

20% —

Lk I I I B R B B B

0 10 20 30 40 50 60 70 80 90 100

Response. The percentage of cases in the node in the specified target category.

The response chart is aline chart of cumulative percentile response, computed as:
(cumulative percentile target n / cumulative percentile total n) x 100. Available only
for categorical dependent variables with defined target categories.

The response chart plots the same values that you would see in the Response column
in the gains for percentiles table.
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Gains for percentiles table and response chart

Gains for Percentiles

Gain
Percerntile Modes 1] I Percert f| Response Index
10 246 202 19.5% g21% [195.3%
20 1 433 405 397% 821% [195.3%
30 1,8 739 E04 59.3% §1.8% Q197 6%
An g4 qAA 74n 77 A%, Ta% §181.3%
100 — T e 65.8% [ 166.2%
B1.4% Q145.4%
S51% f1332%
80% = 50.0% [120.9%
456% QJ1103%
0% — 41.4% §100.0%
40% —
20% —
0% I R S S RN E B
0 10 20 30 40 50 60 70 80 90 100
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Index. Index is the ratio of the node response percentage for the target category
compared to the overall target category response percentage for the entire sample.
The index chart isaline chart of cumulative percentile index values. Available only
for categorical dependent variables. Cumulative percentile index is computed as:
(cumulative percentile response percent / total response percent) x 100. A separate
chart is produced for each target category, and target categories must be defined.

The index chart plots the same values that you would see in the Index column in
the gains for percentiles table.
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Figure 1-28
Gains for percentiles table and index chart

Gains for Percentiles

Gain
Percentile Modes &l M Percert | Response Inclex
10 1 245 202 19.8% S21% J195.3%
20 1 483 405 39.7% S21% J195.3%
30 1,8 739 E04 50.3% 21.8% J 197 6%
40 5,8 9586 740 T2E% T81% J 181 .5%
300% — ) 166.2%
| 1458.4%
| 133.2%
180% — [ | f120%
| 110.3%
|| L1000
160% — {
|
|
140% — |
i
120% — {
|
|
100% 41— 1T T
0 10 20 30 40 50 w0 70 80 90 100

Mean. Line chart of cumulative percentile mean values for the dependent variable.
Available only for scale dependent variables.

Average profit. Line chart of cumulative average profit. Available only for categorical
dependent variables with defined profits. For more information, see “ Profits’ on p. 21.

The average profit chart plots the same values that you would see in the Profit column
in the gain summary for percentiles table.
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Gain summary for percentiles table and average profit chart

Creating Classification Trees

Gain Summary for Percentiles

an

Percentile Modes M Profit ROl
10 K 246 J7.826 377 4%
20 7.5 493 75218 352.0%
30 5. 6 739 73488 336.2%
40 E 956 72036 323.4%
70.205 307 9%
| BE.745 280 6%
i 3134 | 254.4%
55149 22 B%
24183 197 9%
51.023 180.4%

Return on investment (ROI). Line chart of cumulative ROI (return on investment).
ROI is computed as the ratio of profits to expenses. Available only for categorical

dependent variables with defined profits.

The ROI chart plots the same values that you would see in the ROl column in the gain
summary for percentiles table.
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Figure 1-30
Gain summary for percentiles table and ROI chart

Gain Summary for Percentiles

Percentile Modes M Profit ROl
10 K 245 77.826 37T 4%
20 7.4 493 7o.218 392.0%
30 5.6 739 ¥3.485 336.2%
40 5] 956 72036 F234%
[ [ 1 1 T T . F 3 307 9%
: i ] 1 i i 1 i i 280 6%
1 1 1 1 \ I ] i 1
i i ] 1 i i 1 i 1 254 4%,
1 J 1 " 1 1 1 L 1
300% —pommmmmmN T T Ty 2N B%
i 1 i 1 1 I ] I 1 197 g4,
H i h ] i i i H ’
] ] 1 ! ] ] [ 1 1804%
H i 1 ] 1 i i H
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Percentile increment. For al percentile charts, this setting controls the percentile
increments displayed on the chart: 1, 2, 5, 10, 20, or 25.
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Selection and Scoring Rules

Figure 1-31
Output dialog box, Rules tab

Tree IStatisticsl Platz  Fules |

¥ Generate classification rules

— Sunta —Mode
< SPSS & Al terminal nodes
& 501 " Best terminal nodes

= Simple text Humber af Mades: I

¥ Usze variable and value labels .
Best terminal nodes up to a

specified percentage of cazes

~ Type
Fercentage: I

* Select cases

Terminal nodes whose index value
= Azzign values to cases meets or exceeds a cutoff value

Fiinaum [ ndes Yalue: I
Include surogates in SPSS and
2 S0l rules : = All nodes

[ Ezport iles ko a file
Eiles: I Brawse... |

Cancel | Help |

The Rules tab provides the ability to generate selection or classification/prediction
rulesin the form of SPSS command syntax, SQL, or simple (plain English) text. You
can display these rulesin the Viewer and/or save the rules to an external file.

Syntax. Controls the form of the selection rulesin both output displayed in the Viewer
and selection rules saved to an external file.

m  SPSS. SPSS command language. Rules are expressed as a set of commands that
define afilter condition that can be used to select subsets of cases or as COMPUTE
statements that can be used to score cases.
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SQL. Standard SQL rules are generated to select or extract records from a database
or assign values to those records. The generated SQL rules do not include any
table names or other data source information.

Simple text. Plain English pseudo-code. Rules are expressed as a set of logical
“if...then” statements that describe the model’s classifications or predictions
for each node. Rulesin this form can use defined variable and value labels or
variable names and data values.

Type. For SPSS and SQL rules, controls the type of rules generated: selection or
scoring rules.

Select cases. The rules can be used to select cases that meet node membership
criteria. For SPSS and SQL rules, asingle ruleis generated to select all cases that
meet the selection criteria.

Assign values to cases. The rules can be used to assign the model’ s predictions
to cases that meet node membership criteria. A separate rule is generated for
each node that meets the node membership criteria.

Include surrogates in SPSS and SQL rules. For CRT and QUEST, you can include
surrogate predictors from the model in the rules. Rules that include surrogates can be
quite complex. In general, if you just want to derive conceptual information about
your tree, exclude surrogates. |If some cases have incomplete independent variable
(predictor) dataand you want rules that mimic your tree, include surrogates. For more
information, see “ Surrogates’ on p. 18.

Nodes. Controls the scope of the generated rules. A separate rule is generated for
each node included in the scope.

All terminal nodes. Generates rules for each terminal node.

Best terminal nodes. Generates rules for the top n termina nodes based on index
values. If the number exceeds the number of terminal nodesin thetree, rules are
generated for al terminal nodes. (See note below.)

Best terminal nodes up to a specified percentage of cases. Generates rules for
terminal nodes for the top n percentage of cases based on index values. (See
note below.)

Terminal nodes whose index value meets or exceeds a cutoff value. Generates rules
for all termina nodes with an index value greater than or equal to the specified
value. Anindex value greater than 100 means that the percentage of casesin
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the target category in that node exceeds the percentage in the root node. (See
note below.)

m  All nodes. Generates rules for all nodes.

Note 1: Node selection based on index values is available only for categorical
dependent variables with defined target categories. If you have specified multiple
target categories, a separate set of rules is generated for each target category.

Note 2: For SPSS and SQL rules for selecting cases (not rules for assigning values),
All nodes and All terminal nodes will effectively generate arule that selects all cases
used in the analysis.

Export rules to a file. Saves the rulesin an externa text file.

You can also generate and save selection or scoring rules interactively, based on
selected nodes in the final tree model. For more information, see “ Case Selection and
Scoring Rules’ in Chapter 2 on p. 58.

Note: If you apply rulesin the form of SPSS command syntax to another datafile,
that data file must contain variables with the same names as the independent variables
included in the final model, measured in the same metric, with the same user-defined
missing values (if any).
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Tree Editor

With the Tree Editor, you can:
m  Hide and show selected tree branches.

m  Control display of node content, statistics displayed at node splits, and other
information.

Change node, background, border, chart, and font colors.

Change font style and size.

Change tree alignment.

Select subsets of cases for further analysis based on selected nodes.

Create and save rules for selecting or scoring cases based on selected nodes.

To edit atree mode!:

» Double-click the tree model in the Viewer window.

or

» Right-click the tree model in the Viewer window, and from the context menu choose:

SPSS Tree Object
Open

Hiding and Showing Nodes

To hide (collapse) al the child nodes in a branch beneath a parent node;

» Click the minus sign () in the small box below the lower right corner of the parent
node.

All nodes beneath the parent node on that branch will be hidden.

49
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To show (expand) the child nodes in a branch beneath a parent node:

» Click theplussign (+) inthe small box below the lower right corner of the parent node.

Note: Hiding the child nodes on a branch is not the same as pruning atree. If you
want a pruned tree, you must request pruning before you create the tree, and pruned
branches are not included in the final tree. For more information, see “Pruning

Trees’ in Chapter 1 on p. 17.

Figure 2-1
Expanded and collapsed tree
Credit rating
Mode 0 Credit rating
Category % n
= Bad 41 3961 1020 Mode 01
= Good 58 6030 1444 Cateqory % n
Tetal 100 0000 2464 = Bad 41 3961 1020
= = Good 65 6039 1444
Income lewel Tutal 1000000 2464
[ =
| Incorme level
<= Low * |-|DU-' |
Nade 1 Nade 2 <= Low > Low
Category % n Category % n
B Bad S2.0976 454 B Bad 296180 566 Mode 1 Mode 2
= Good 17.0024 99 = Ggod T0.3820 1345 Category % n Cateqory % n
Total 274432 553 Total 778668 1911 m Bad 22.0076 454 | |m Bad A0 BGE
| — B Good 17.9024 99 B Good TO.3E20 1345
MNumber or credit cards Tutal 224431 553 Total 75565 1911
| | &
5 or more Less |than 5
Node 3 Node 4
Cateqory % n Category % n
= Bad 41 8682 502 H Bad 09083 G4
= Good 551318 697 = Good 910112 48
Total 45 GEO0T 1199 Total 255061 V12

Selecting Multiple Nodes

You can select cases, generate scoring and selections rules, and perform other actions
based on the currently selected node(s). To select multiple nodes:

» Click anode you want to select.

» Citrl-click the other nodes you want to select.
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You can multiple-select sibling nodes and/or parent nodes in one branch and child
nodes in another branch. You cannot, however, use multiple selection on a parent
node and a child/descendant of the same node branch.

Working with Large Trees

Tree models may sometimes contain so many nodes and branches that it is difficult or
impossible to view the entire tree at full size. There are a number of features that
you may find useful when working with large trees:

m  Tree map. You can use the tree map, a much smaller, simplified version of the
tree, to navigate the tree and select nodes. For more information, see “Tree
Map” on p. 51.

m  Scaling. You can zoom out and zoom in by changing the scale percentage for the
tree display. For more information, see “ Scaling the Tree Display” on p. 52.

m  Node and branch display. You can make a tree more compact by displaying only
tables or only charts in the nodes and/or suppressing the display of node labels
or independent variable information. For more information, see “Controlling
Information Displayed in the Tree” on p. 55.

Tree Map

The tree map provides a compact, simplified view of the tree that you can use to
navigate the tree and select nodes.

To use the tree map window:

» From the Tree Editor menus choose:
View
Tree Map
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Figure 2-2
Tree map window
| [ |
¢ = L s |
L« N |
I |

m  The currently selected node is highlighted in both the Tree Model Editor and
the tree map window.

®  The portion of the tree that is currently in the Tree Model Editor view areais
indicated with ared rectangle in the tree map. Right-click and drag the rectangle
to change the section of the tree displayed in the view area.

m If you select anode in the tree map that isn't currently in the Tree Editor view
area, the view shifts to include the selected node.

m  Multiple node selection works the same in the tree map as in the Tree Editor:
Ctrl-click to select multiple nodes. You cannot use multiple selection on a parent
node and a child/descendant of the same node branch.

Scaling the Tree Display

By default, trees are automatically scaled to fit in the Viewer window, which can
result in some trees that are initially very difficult to read. You can select a preset
scal e setting or enter your own custom scale value of between 5% and 200%.
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To change the scale of the tree:

» Select a scale percentage from the drop-down list on the toolbar, or enter a custom
percentage value.

or

» From the Tree Editor menus choose;
View
Scale...

Figure 2-3
Scale dialog box

 25%
 50%

© 100%
 150%
 200%

£ Fit to WWindou
% Custom

Percent: IBD

Apply | Help |

You can also specify a scale value before you create the tree model. For more
information, see “Output” in Chapter 1 on p. 30.

Node Summary Window

The node summary window provides alarger view of the selected nodes. You can
also use the summary window to view, apply, or save selection or scoring rules
based on the selected nodes.

m  Usethe View menu in the node summary window to switch between views
of asummary table, chart, or rules.
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m  Usethe Rules menu in the node summary window to select the type of rules you
want to see. For more information, see “ Case Selection and Scoring Rules’ on

p. 58.

m  All views in the node summary window reflect a combined summary for all

selected nodes.

To use the node summary window:

» Select the nodes in the Tree Editor. To select multiple nodes, use Ctrl-click.

» From the menus choose:

View
Summary

Figure 2-4

Tree with charts in nodes and table for selected node in summary window
7= Tree Editor [_ (O] x|
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MNode 4 Mode &
o |0

File “iew Rules Help
”@[@ o
Mode 3
Category Yo n
N Bad 11588 00
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Controlling Information Displayed in the Tree

The Options menu in the Tree Editor allows you to control the display of node
contents, independent variable (predictor) names and statistics, node definitions, and

other settings. Many of these settings can be aso be controlled from the toolbar.

Setting Options Menu Selection
Highlight predicted category (categorical dependent Highlight Predicted
variable)
Tables and/or charts in node Node Contents
Significance test values and p values Independent Variable Statistics
Independent (predictor) variable names Independent Variables
Independent (predictor) value(s) for nodes Node Definitions
Alignment (top-down, left-right, right-left) Orientation
Chart legend Legend
Figure 2-5
Tree elements
Credit rating
Mode 0
Category % n
Legen I E N Table
| Total 100.0000 2454
g | Chart

Incorme level

Impmvemlent=0.0959 —I—
Independent variakle
Mode

Independent variable

. | statistics
Definition = Low ¥ Low
Hode 1 Hode 2
Category % n Category % n
= Bad 22,0076 454 | |m Bad 206180 556 ;
= Good 170024 90 | [® Good 703820 1348 Eretdlcted
Total | 224432 543 Total | 77.5568 1911 ategary
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Changing Tree Colors and Text Fonts

You can change the following colorsin the tree:

m  Node border, background, and text color

Branch color and branch text color

Tree background color

Predicted category highlight color (categorical dependent variables)

Node chart colors

You can also change the type font, style, and size for al text in the tree.

Note: You cannot change color or font attributes for individual nodes or branches.
Color changes apply to al elements of the same type, and font changes (other than
color) apply to al chart elements.

To change colors and text font attributes:

» Use the toolbar to change font attributes for the entire tree or colors for different tree
elements. (Tool Tips describe each control on the toolbar when you put the mouse
cursor on the control.)

or

» Double-click anywhere in the Tree Editor to open the Properties window, or from
the menus choose:
View
Properties

» For border, branch, node background, predicted category, and tree background, click
the Color tab.

» For font colors and attributes, click the Text tab.

» For node chart colors, click the Node Charts tab.
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Figure 2-6
Properties window, Color tab

color | Text | Mose charts |

. Borders
. Branches

| Mode Background

| Predicted Category

| Tree Background

Apply I Cancel | Help |

Figure 2-7
Properties window, Text tab

Properties E

Color  Text I Mode Chartsl

. Mode Texdt
- Branch Text
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Tree Editor
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Figure 2-8
Properties window, Node Charts tab

Color | Text Made Charts |

Categories

i
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U |

(239, 51, 56)

Apply I Cancel | Help |

Case Selection and Scoring Rules

You can use the Tree Editor to:

m  Select subsets of cases based on the selected node(s). For more information, see
“Filtering Cases’ on p. 58.

m  Generate case selection rules or scoring rulesin SPSS or SQL format. For more
information, see “ Saving Selection and Scoring Rules’ on p. 59.

You can also automatically save rules based on various criteria when you run the
Classification Tree procedure to create the tree model. For more information, see
“Selection and Scoring Rules” in Chapter 1 on p. 45.

Filtering Cases

If you want to know more about the cases in a particular node or group of nodes, you
can select a subset of cases for further analysis based on the selected nodes.

» Select the nodes in the Tree Editor. To select multiple nodes, use Ctrl-click.
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» From the menus choose:

Rules
Filter Cases...

» Enter afilter variable name. Cases from the selected nodes will receive avalue of 1
for thisvariable. All other cases will receive avaue of 0 and will be excluded from
subsequent analysis until you change the filter status.

» Click oK.
Figure 2-9
Filter Cases dialog box
< Filter Cases [ x|
Enter a name for the new filter variable below
Wariakle Mare: Ifilter 5
Ok | Paste | Cancel | Help

Saving Selection and Scoring Rules

You can save case selection or scoring rules in an external file and then apply those
rules to a different data source. The rules are based on the selected nodes in the
Tree Editor.

Syntax. Controls the form of the selection rulesin both output displayed in the Viewer
and selection rules saved to an external file.

m  SPSS. SPSS command language. Rules are expressed as a set of commands that
define afilter condition that can be used to select subsets of cases or as COMPUTE
statements that can be used to score cases.

m  SQL. Standard SQL rules are generated to select/extract records from a database
or assign values to those records. The generated SQL rules do not include any
table names or other data source information.

Type. You can create selection or scoring rules.
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>

m  Select cases. The rules can be used to select cases that meet node membership
criteria. For SPSS and SQL rules, asingle ruleis generated to select all cases that
meet the selection criteria.

m  Assign values to cases. The rules can be used to assign the model’ s predictions
to cases that meet node membership criteria. A separate rule is generated for
each node that meets the node membership criteria.

Include surrogates. For CRT and QUEST, you can include surrogate predictors from
the model in the rules. Rules that include surrogates can be quite complex. In
general, if you just want to derive conceptual information about your tree, exclude
surrogates. If some cases have incomplete independent variable (predictor) data and
you want rules that mimic your tree, include surrogates. For more information,

see “Surrogates’ in Chapter 1 on p. 18.

To save case selection or scoring rules:

Select the nodes in the Tree Editor. To select multiple nodes, use Ctrl-click.
From the menus choose:

Rules

Export...

Select the type of rules you want and enter a filename.

Figure 2-10
Export Rules dialog box

Export rules for nodes) 3, 5

Syntax Type
% Selecting cases

% 5ps3 " Assigning predicted values to cases

© saL

¥ Include surrogates

Mame: |hode_selection_rules sps Browse... |

Cancel | Help |
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Note: If you apply rulesin the form of SPSS command syntax to another datafile,
that data file must contain variables with the same names as the independent variables
included in the fina model, measured in the same metric, with the same user-defined
missing values (if any).
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Data Assumptions and
Requirements

The Classification Tree procedure assumes that:
®  The appropriate measurement level has been assigned to all analysis variables.

m  For categorical (nominal, ordinal) dependent variables, value labels have been
defined for all categories that should be included in the analysis.

We'll use the file tree_textdata.sav to illustrate the importance of both of these
requirements. This datafile reflects the default state of data read or entered into SPSS
before defining any attributes, such as measurement level or value labels. Thisfileis
located in the tutorial\sample_files directory of the SPSSinstallation directory.

Effects of Measurement Level on Tree Models

Both variablesin this datafile are numeric. By default, numeric variables are assumed
to have a scale measurement level. But (aswe will see later) both variables are really
categorical variables that rely on numeric codes to stand for category values.

» To run aClassification Tree anaysis, from the menus choose:

Analyze
Classify
Tree...

63
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The icons next to the two variables in the source variable list indicate that they will
be treated as scale variables.

Figure 3-1
Classification Tree main dialog box with two scale variables
Classification Tree [ x|
Wariables: Dependent Yariable:
¢ dependent [depend... 4 I 634 |
findependent [indep... e — | Baste |
Reset |
Independent Yariables:
Cancel |
Help |
»
™ Eorce first variable
Influence Yariable:
>
Right click on a wariable to
change its measurement Growing Method:
lesvel in the Yariables list I —
CHAID =]
Cutput. . | ‘alidation. .. | Criteria. .. | Save... | (6] [

Select dependent as the dependent variable.

Select independent as the independent variable.

Click OK to run the procedure.

Open the Classification Tree dialog box again and click Reset.

Right-click dependent in the source list and select Nominal from the context menu.

Do the same for the variable independent in the source list.
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Now the icons next to each variable indicate that they will be treated as nominal
variables.

Figure 3-2
Nominal icons in source list

Classification Tree [ x|

Wariables: Dependent Yariable:

a dependent [depend... 4 I a4 |

alndependent [indep... e — | Baste |
Reset |
Independent Variables:
Cancel |
Help |
4
™ Eorce first variable
Influence Varisble:
>
Right click. on a wariable to
change its measurement Growing Method:
level in the Wariables lisk ICH.D.ID LI
Cutput, .., |'v'a|_ic|ati0n...| Criteria. .. | SavYE.., | CpEONS, . |

» Select dependent as the dependent variable and independent as the independent
variable, and click OK to run the procedure again.
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Now let’s compare the two trees. First, we'll ook at the tree in which both numeric

variables are treated as scale variables.

Figure 3-3
Tree with both variables treated as scale
dependent
Mode O
Mean 1.8380
Std. Dew. 0.9014
n 1000
o 100.0000
Predicted 1.8380
=
independent
Adj. P-walue=00000, F=2254.2145,
df1=3.0000, df2=995.0000
== 1.0000 (1.0000, 2.0000] 12.0000, 3.0000] = 30000
MNode 1 Node 2 Node 2 Node 4
hean 1.0000 hdean 3.0000 hdean 2.5221 hdean 1.0000
Std. Drew. 0.0000 Std. Drew. 0.0000 Std. Dew. 0.5002 Std. Dew. 0.0000
n 171 n 161 n joici=] n foei=]
W 17,1000 W 16,1000 % 33.0000 i3 F2.0000
Fredicted 1.0000 Fredicted 2.0000 Fredicted 2.5221 Fredicted 1.0000
|

Tree models will often merge similar nodes, but for a scale variable, only contiguous
values can be merged. In this example, no contiguous values were considered similar

Each node of tree shows the “predicted” value, which is the mean value for the
dependent variable at that node. For avariable that is actually categorical, the

mean may not be a meaningful statistic.

Thetree has four child nodes, one for each value of the independent variable.

enough to merge any nodes together.
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The tree in which both variables are treated as nominal is somewhat different in

several respects.

Figure 3-4
Tree with both variables treated as nominal
dependent
Mode O
Categony % n
oo m10 50.0000 500
L RX mz0 162000 162
|20 : a0 338000 338
: a0 Total 1000000 1000
| =
independent

Data Assumptions and Requirements

Adj. P-walue=0,0000, Chi-square=1227.

6274, df=4.0000

4.0000; 1.0000

3.0000

2.0000

Mode 1 Node 2 Node 3
Categony % n Categony % n Category k] n
m1i0 100.0000 500 |10 0.o000 a |10 0.0000 o
mZ0 0.0000 a mZzao 47 TaTE G2 mZzao 0.0000 u]
2.0 0.0000 o] 2.0 S2.2124 477 3.0 4000000 161
Total 500000 500 Total 339000 339 Total 16.1000 161

m Instead of apredicted value, each node contains a frequency table that shows the

number of cases (count and percentage) for each category of the dependent

variable.

m  The“predicted” category—the category with the highest count in each node—is

highlighted. For example, the predicted category for node 2 is category 3.
m |nstead of four child nodes, there are only three, with two values of the

independent variable merged into a single node.

The two independent values merged into the same node are 1 and 4. Since, by
definition, there is no inherent order to nominal values, merging of noncontiguous

values is allowed.

Permanently Assigning Measurement Level

When you change the measurement level for a variable in the Classification
Tree dialog box, the change is only temporary; it is not saved with the datafile.

Furthermore, you may not always know what the correct measurement level should

be for al variables.
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Define Variable Properties can help you determine the correct measurement level
for each variable and permanently change the assigned measurement level. To use
Define Variable Properties:

» From the menus choose:

Data
Define Variable Properties...

Effects of Value Labels on Tree Models

The Classification Tree dial og box interface assumes that either all nonmissing values
of acategorical (nominal, ordinal) dependent variable have defined value labels or
none of them do. Some features are not available unless at least two nonmissing
values of the categorical dependent variable have value labels. If at least two
nonmissing values have defined value labels, any cases with other values that do not
have value labels will be excluded from the analysis.

The original data file in this example contains no defined value labels, and when
the dependent variable is treated as nominal, the tree model uses all nonmissing
valuesin the analysis. In this example, those values are 1, 2, and 3.

But what happens when we define value labels for some, but not al, values of
the dependent variable?

» In the Data Editor window, click the Variable View tab.

» Click the Values cell for the variable dependent.
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Data Assumptions and Requirements

Figure 3-5
Defining value labels for dependent variable

WYalue Labels [ 7] x|

—Value Labels

W alue:
A Cancel |
Value Label:
Help
Sdd 1.00 ="es" 4'

Change | 200 ="Ma"
Bemave |

First, enter 1 for Value and Yes for Value Label, and then click Add.
Next, enter 2 for Value and No for Value Label, and then click Add again.
Then click OK.

Open the Classification Tree dialog box again. The dialog box should still have
dependent selected as the dependent variable, with anominal measurement level.

Click OK to run the procedure again.
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Figure 3-6
Tree for nominal dependent variable with partial value labels
dependent
Mode O
Categorny W n
T o Yas TH.A5287 500
| W ves | B No 244713 162
| | an \ Total 1000000 662
[ =
independent
Adj. P-walue=0.0000, Chi-square=G§52.
0000, df=1.0000
40000 ;| 1.0000 20000
Mode 1 Hode 2
Categons % n Categorny o n
Hves 1000000 500 | |® ves 00000 0
B Ho 00000 0| [®He 100.0000 162
Total 755287 500 Total 244713 162

Now only the two dependent variable values with defined value labels are included
in the tree model. All cases with a value of 3 for the dependent variable have been
excluded, which might not be readily apparent if you aren’t familiar with the data.

Assigning Value Labels to All Values

To avoid accidental omission of valid categorical values from the analysis, use Define
Variable Properties to assign value labels to all dependent variable values found
in the data.
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When the data dictionary information for the variable name is displayed in the Define
Variable Properties dialog box, you can see that although there are over 300 cases
with avalue of 3 for that variable, no value label has been defined for that value.
Figure 3-7

Variable with partial value labels in Define Variable Properties dialog box

Define Yariable Properties m
Scanned Variable List Current Wanable: Idependent Label I
U..] M| variatle Measurement Level: INominaI =l | | Tvpe: INumeric L” =]
=] dependent . )
. Unlabeled walues: I1 fidth: |2 Qec:|mals:|2

Walue Label grid: o Enter or edit labels in the grd. “'ou can enter additional values at the bottom,

Changed | Missing Count Value Label
1 r - 500 1.00 |Yes
2 - [l 162 2.00 (Mo
3 r Il 338 3.00
4 - r

KN — o

Copy Propertie

Cases scanned: [0 ’7 From Anather Yariable. .. | Tao Other Yariables... |

W alue list limit: 200

" Unlabeled Yalues

Autornatic Labels |

QK. | Paste | Reset | Eancell Help |
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Using Classification Trees to
Evaluate Credit Risk

A bank maintains a database of historic information on customers who have taken
out loans from the bank, including whether or not they repaid the loans or defaulted.
Using classification trees, you can analyze the characteristics of the two groups
of customers and build models to predict the likelihood that loan applicants will
default on their loans.

The credit data are stored in tree_credit.sav, located in the tutorial\sample files
directory of the SPSSinstallation directory.

Creating the Model

The Classification Tree Procedure offers several different methods for creating tree
models. For this example, we'll use the default method:

CHAID. Chi-squared Automatic Interaction Detection. At each step, CHAID
chooses the independent (predictor) variable that has the strongest interaction with
the dependent variable. Categories of each predictor are merged if they are not
significantly different with respect to the dependent variable.

Building the CHAID Tree Model

» To run aClassification Tree analysis, from the menus choose:

Analyze
Classify
Tree...
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Figure 4-1
Classification Tree dialog box

Classification Tree [ x|

Wariables: Dependent Yariable:
» I a Credit rating [Credit. ..

Categaories. .. |

Paste |
Reset |
Independent Variables:
fﬂge [Ae] Cancel |

aill Income level [Income] Help |

4 & Number or credit ca...
a Education [Education]
f(:ar loans [Car_loans]

[~ Force first variable

Influence Varisble:

< |

Right click. on a wariable to
change its measurement Growing Method:

level in the Wariables lisk I
CHAID =]

Cutput, .., |'v'a|_ic|ati0n...| Criteria. .. | SavYE.., | Options. ..

» Select Credit rating as the dependent variable.

» Select al the remaining variables as independent variables. (The procedure will
automatically exclude any variables that don't make a significant contribution to
the final model.)

At this point, you could run the procedure and produce a basic tree model, but we're
going to select some additional output and make a few minor adjustments to the
criteria used to generate the model.

Selecting Target Categories

» Click the Categories button right below the selected dependent variable.
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This opens the Categories dialog box, where you can specify the dependent variable
target categories of interest. Target categories do not affect the tree model itself, but
some output and options are available only if you have selected target categories.

Figure 4-2
Categories dialog box

Classification Tree: Categories

—Dependent Yariable Categories

Yariable: Credit rating

Use in Analysis:

Category Target
|| Bad |l
|| Good |l

‘response’ would be the target category,

Use the checkboxes to select a category {or categories) of
primary interest, For example, if wou are trying to identify
characteristics of persons likely to respond to a mailing,

Exclude;

Wl Mo credic history

Caontinue I

Cancel | Help |

» Select (check) the Target check box for the Bad category. Customers with abad credit
rating (defaulted on aloan) will be treated as the target category of interest.

» Click Continue.

Specifying Tree Growing Criteria

For this example, we want to keep the tree fairly simple, so we'll limit the tree growth
by raising the minimum number of cases for parent and child nodes.

» Inthe main Classification Tree dialog box, click Criteria.
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Figure 4-3
Criteria dialog box, Growth Limits tab

Classification Tree: Criteria

Grawth Limits | CHAID | Intervals |

— basimum Tree Depth——————  — Minimum Mumber of Cazes

+ Automnatic Parent Mode: |‘1DD

The masimurn number of levels iz 3
far CHAID 5 for CRT and QUEST. Child Nade: |20

" Custom

Walue: I

Cancel | Help |

» Inthe Minimum Number of Cases group, type 400 for Parent Node and 200 for
Child Node.

» Click Continue.

Selecting Additional Output

» Inthe main Classification Tree dialog box, click Output.
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This opens a tabbed dialog box, where you can select various types of additional
output.

Figure 4-4
Output dialog box, Tree tab
Classification Tree: Output E
Tree | statistics | Piots | Rules |
|7 Tree
—Display
Crientation; ' Top down
" Left to right
" Right to left
Mode Conkents: * Table
" Chart
" Table and chart
Scale: & puromatic (reduces scale For large trees)
‘. Cuskom
Bercent: | 100
¥ Independent variable statistics
¥ Mode definitions

¥ Tres in table Format

Cancel Help

» On the Tree tab, select (check) Tree in table format.

» Then click the Plots tab.
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Figure 4-5
Output dialog box, Plots tab

Classification Tree: Dutput E

Tree IStatistics Plats IRuIes I
[™ | Independert watiahle imparbance bo mode]

Mode Performance

¥ Gain

¥ Index

[" Response

" Mean

" fwerage profit

™| Return ominvestment (RET)

Percentile Increment: IIEI% vl

{ Continue Cancel Help

» Select (check) Gain and Index.

Note: These charts require atarget category for the dependent variable. In this
example, the Plots tab isn’t accessible until after you have specified one or more

target categories.

» Click Continue.

Saving Predicted Values

You can save variables that contain information about model predictions. For
example, you can save the credit rating predicted for each case and then compare
those predictions to the actual credit ratings.
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» Inthe main Classification Tree dialog box, click Save.

Figure 4-6
Save dialog box

— Saved Yanables
v Teminal node number
¥ Predicted value
¥ Predicted probabilies

I” Sample assignment (trainingtesting]

— Export Tree Maodel az <ML

[ Training Sample

Eile: | Browse,.. |

™ Tiest Sample

Filee: | Browse,.. |

Coninge ] Cancel | Hep |

» Select (check) Terminal node number, Predicted value, and Predicted probabilities.
» Click Continue.

» Inthemain Classification Tree dialog box, click OK to run the procedure.

Evaluating the Model

For this example, the model results include:

m Tablesthat provide information about the model.

m  Tree diagram.

m  Chartsthat provide an indication of model performance.
m  Modéd prediction variables added to the working datafile.
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Model Summary Table
Figure 4-7
Model summary
Specifications Grovving Method
Dependent Yariable
Independernt Yarishles
Walidation

Results

Mazimum Tree Depth

Minimum Cazes in Parent
Mode

Minimum Cazes in Child Mace

Independert *ariahles
Inclucled

Mumber of Modes
Mumber of Terminsl Modes
Depth

CHaID
Credit rating

Age, Income, Credit cards,
Education, Car loans

MONE
3

400
200

Age, Income, Credit cards

The model summary table provides some very broad information about the
specifications used to build the model and the resulting model.

Five independent variables were specified, but only three were included in the
final model. The variables for education and number of current car loans did not
make a significant contribution to the model, so they were automatically dropped

The Specifications section provides information on the settings used to generate
the tree model, including the variables used in the analysis.

The Results section displays information on the number of total and terminal
nodes, depth of the tree (number of levels below the root node), and independent

variables included in the final model.

from the final model.
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Tree Diagram

Figure 4-8
Tree diagram for credit rating model
Credit rating
Node [
Category i n
= Bad 41,3061 10z0
B Good 526039 1444
Tatal 100.0000 2464
=
Income lewvel
<= Low {Low, hiedium] » hdedium
Node 1 Node 2 Mode 3
Category % n Category % n Category i n
= Bad SZ.0O7E 454 = Bad 419753 476 = Bad 115830 ap
B Good 17.0074 99 B Good 520247 658 B Good 28170 6E7
Tatal 274432 663 Tatal 460227 1124 Tatal A3 T
= =
Mumber or credit cards Mumber or credit cards
5or i'nore Less than § 5 ar more Less Than i
Mode ¢ Mode § Mode B Mode 7
Category T n Category T n Category i3 n Category i3 n
= Bad 567204 422 = Bad 132462 54 = pad 17.6824 20 = pad 21086 10
B Good 432706 323 B Good 061538 336 B Good 22476 378 B Good 052044 X2
Tatal 301948 744 Tatal 158270 300 Tatal 184650 458 Tatal 13.0682 322
| =
ﬂ?e
<= 220702 » 230702
Node 2 Node 8
Category & n Category & n
= Bad 208420 211 = Bad 436252 111
B Good 101671 &0 B Good 563147 272
Tatal 10.5928 261 Tatal 196023 483

The tree diagram is a graphic representation of the tree model. This tree diagram
shows that:

m  Using the CHAID method, income level is the best predictor of credit rating.

m  For the low income category, income level is the only significant predictor of
credit rating. Of the bank customers in this category, 82% have defaulted on
loans. Since there are no child nodes below it, thisis considered aterminal node.

m  For the medium and high income categories, the next best predictor is number
of credit cards.
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m  For medium income customers with five or more credit cards, the model includes
one more predictor: age. Over 80% of those customers 28 or younger have a bad
credit rating, while dlightly less than half of those over 28 have abad credit rating.
You can use the Tree Editor to hide and show selected branches, change colors and
fonts, and select subsets of cases based on selected nodes. For more information, see
“Selecting Cases in Nodes’ on p. 89.
Tree Table
Figure 4-9
Tree table for credit rating
Ba Good Total Predicted | Parent
Mode 1] Percert ] Percent ] Percert Category Mode
u] 1020 41 4% 1444 S8.6% 2464 100.0% | Good
1 454 S21% 99 17.9% 253 224% | Bad u]
2 476 42 0% ES3 58.0% 1134 46.0% | Good 1]
3 an 11 6% Ga7 58.49% rErd 31.5% | Good i}
4 422 o6.7% 322 43.3% T44 30.2% | Bad 2
a 54 13.8% 336 8E6.29% 390 158% | Good 2
G fen 1T B% T §2.4% 455 16.5% | Good 3
7 10 3% 32 96.9% 322 13.1% | Good 3
g 211 S0.8% =0 19.2% 261 106% | Bad 4
a 211 43 7% 272 56.3% 4583 196% | Good 4

The tree table, as the name suggests, provides most of the essential tree diagram
information in the form of atable. For each node, the table displays:

®  The number and percentage of casesin each category of the dependent variable.

m  The predicted category for the dependent variable. In this example, the predicted
category is the credit rating category with more than 50% of cases in that node,
since there are only two possible credit ratings.

m The parent node for each node in the tree. Note that node 1—the low income
level node—is not the parent node of any node. Sinceit is aterminal node,
it has no child nodes.
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Tree table for credit rating (continued)

Primary Independent Yarishle

Wariakle Sig. Chi-Sojuare of Split Y alues
Inzatme level .0oo B62 457 2 | == Low
Income level puluis} BE2.457 2| (Lo, Medium]
Incarme level .0oo B62 457 2 | = hedium
Mumber or credit cards R} 193113 1 3 or mare
Mumber or credit cards .0oo 193113 1 Leszs than 5
Mumber or credit cards R} 35587 1 3 or mare
Mumber or credit cards .0oo 358587 1 Leszs than 5
Age 000 95299 1 | ==230732
e 000 95299 1 | =280792

The independent variable used to split the node.

The chi-square value (since the tree was generated with the CHAID method),
degrees of freedom (df), and significance level (Sg.) for the split. For most

practical purposes, you will probably be interested only in the significance level,

which isless than 0.0001 for all splitsin this model.

m  Thevalue(s) of the independent variable for that node.

Note: For ordinal and scale independent variables, you may see rangesin the tree

and tree table expressed in the general form (valuel, value2], which basically means
“greater than valuel and less than or equal to value2.” In this example, income level
has only three possible values—Low, Medium, and High—and (Low, Medium] simply
means Medium. In a similar fashion, >Medium means High.

Gains for Nodes

Figure 4-11
Gains for nodes

Mo Gain

Mode M Percent il Percent Fesponse Inde

1 553 224% 454 44 5% §2.1% 198.3%
g 261 10.6% 21 207% 80.8% 195.3%
q 433 19.6% 21 207% 43.7% 105.5%
& 4355 18.5% g0 Ta% 17 6% 42.5%
= 390 15.8% 54 5.3% 13.8% 33.4%
7 322 131% 10 1.0% 3% 75%

Growing Method: CHAID

Dependent ariable: Credit rating
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The gains for nodes table provides a summary of information about the termina
nodes in the model.

m  Only the terminal nhodes—nodes at which the tree stops growing—are listed in
thistable. Frequently, you will be interested only in the terminal nodes, since
they represent the best classification predictions for the model.

m  Since gain values provide information about target categories, this table is
available only if you specified one or more target categories. In this example,
thereis only one target category, so thereis only one gains for nodes table.

m  Node N is the number of casesin each terminal node, and Node Percent is the
percentage of the total number of cases in each node.

m  Gain N isthe number of casesin each terminal node in the target category, and
Gain Percent is the percentage of cases in the target category with respect to the
overall number of casesin the target category—in this example, the number and
percentage of cases with a bad credit rating.

m For categorical dependent variables, Response is the percentage of casesin
the node in the specified target category. In this example, these are the same
percentages displayed for the Bad category in the tree diagram.

m  For categorical dependent variables, Index is the ratio of the response percentage
for the target category compared to the response percentage for the entire sample.

Index Values

The index value is basically an indication of how far the observed target category
percentage for that node differs from the expected percentage for the target category.
The target category percentage in the root node represents the expected percentage
before the effects of any of the independent variables are considered.

An index value of greater than 100% means that there are more cases in the target
category than the overall percentage in the target category. Conversely, an index
value of less than 100% means there are fewer cases in the target category than
the overall percentage.
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Gains Chart

Figure 4-12
Gains chart for bad credit rating target category

Target Category: Bad

100%

80% —

60% —

Gain

40% —

20% —

% T T T T T T T 1
0 10 20 30 40 50 60 70 30 90 100

Percentile

This gains chart indicates that the model is afairly good one.

Cumulative gains charts always start at 0% and end at 100% as you go from one end
to the other. For a good model, the gains chart will rise steeply toward 100% and then
level off. A model that provides no information will follow the diagonal referenceline.
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Index Chart

Figure 4-13
Index chart for bad credit rating target category

Target Category: Bad

200%

180% —

160% —

140% =

Index

120% =

100% =

0% T T T T T T 1 T 1 1
0 10 20 3 40 50 €0 70 80 90 100

Percentile

The index chart also indicates that the model is agood one. Cumulative index charts
tend to start above 100% and gradually descend until they reach 100%.

For agood model, the index value should start well above 100%, remain on a high
plateau as you move aong, and then trail off sharply toward 100%. For amodel that
provides no information, the line will hover around 100% for the entire chart.
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Figure 4-14

Risk and classification tables

Risk

Estimate:

Stid. Errar

203

00G

Growing Method: CHAID

Dependent “ariakle: Credit rating

Classification

Using Classification Trees to Evaluate Credit Risk

Ohserved

Predicted

Percert Correct

Bad
Good
Overall Percentage

Bl Good
BG5S 355
149 1285

33.0% B7.0%

65.2%
99.7%
795%

Growing Method, CHAID
Dependent Yariable: Credit rating

Therisk and classification tables provide a quick evaluation of how well the model

works.

m  Therisk estimate of 0.205 indicates that the category predicted by the model
(good or bad credit rating) is wrong for 20.5% of the cases. So the “risk” of
misclassifying a customer is approximately 21%.

B Theresultsin the classification table are consistent with the risk estimate. The
table shows that the model classifies approximately 79.5% of the customers

correctly.

The classification table does, however, reveal one potential problem with this model:
for those customers with a bad credit rating, it predicts a bad rating for only 65% of
them, which means that 35% of customers with a bad credit rating are inaccurately
classified with the “good” customers.
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Predicted Values
Figure 4-15
New variables for predicted values and probabilities
tree_credit.zay - 5P55 Data Editor [_ [O] x|
File Edit Wiew Data Transform Analyze Graphs  Utiliies  Add-ons  Window Help
S(R|S| B[ »|| 5] =k al Fle SlklE %@l
|1 : Credit_rating |D
ModelD | Predicted| PredictedPrabability_| PradictedProbability | Vg
Yalue 1 2
1 9.00 1.00 A4 B
2 8.00 0o 81 19
3 1.00 0o 82 8
4 1.00 0o 82 8
5 9.00 1.00 A4 B
B 9.00 1.00 A4 B
7 9.00 1.00 A4 B -
4| r[\pDatay 4] | il
|SF'SS Processar is ready | v

Four new variables have been created in the working datafile:
NodelD. The terminal node number for each case.

PredictedValue. The predicted value of the dependent variable for each case. Since
the dependent variable is coded O = Bad and 1 = Good, a predicted value of 0 means
that the case is predicted to have a bad credit rating.

PredictedProbability. The probability that the case belongs in each category of the
dependent variable. Since there are only two possible values for the dependent
variable, two variables are created:

m PredictedProbability_1. The probability that the case belongs in the bad credit
rating category.

m PredictedProbability_2. The probability that the case belongs in the good credit
rating category.

The predicted probability is simply the proportion of cases in each category of the
dependent variable for the terminal node that contains each case. For example, in
node 1, 82% of the cases are in the bad category and 18% are in the good category,
resulting in predicted probabilities of 0.82 and 0.18, respectively.
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For a categorical dependent variable, the predicted value is the category with the
highest proportion of cases in the terminal node for each case. For example, for the
first case, the predicted value is 1 (good credit rating), since approximately 56% of
the cases in its terminal node have a good credit rating. Conversely, for the second
case, the predicted value is O (bad credit rating), since approximately 81% of casesin
its terminal node have a bad credit rating.

If you have defined costs, however, the relationship between predicted category and
predicted probabilities may not be quite so straightforward. For more information,
see “Assigning Costs to Outcomes’ on p. 95.

Refining the Model

Overall, the model has a correct classification rate of just under 80%. Thisisreflected
in most of the terminal nodes, where the predicted category—the highlighted category
in the node—is the same as the actual category for 80% or more of the cases.

Thereis, however, one terminal node where cases are fairly evenly split between good
and bad credit ratings. In node 9, the predicted credit rating is “good,” but only 56%
of the cases in that node actually have a good credit rating. That means that almost
half of the casesin that node (44%) will have the wrong predicted category. And if the
primary concernisidentifying bad credit risks, this node doesn’t perform very well.

Selecting Cases in Nodes

Let’slook at the cases in node 9 to see if the datareveal any useful additional
information.

» Double-click the tree in the Viewer to open the Tree Editor.
» Click node 9to select it. (If you want to select multiple nodes, use Ctrl-click).
» From the Tree Editor menus choose:

Rules
Filter Cases...
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Figure 4-16
Filter Cases dialog box

<" Filter Cases [ x|

Enter a name for the new filter variable helow

Yariahle Mame: Ifmer_$

Ok | Paste | Cancel | Help |

The Filter Cases dialog box will create afilter variable and apply afilter setting based
on the values of that variable. The default filter variable nameisfilter_$.

m Cases from the selected nodes will receive avalue of 1 for the filter variable.

m  All other cases will receive avalue of 0 and will be excluded from subsequent
analyses until you change the filter status.

In this example, that means cases that aren’t in node 9 will be filtered out (but not
deleted) for now.

» Click OK to create thefilter variable and apply the filter condition.
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Figure 4-17
Filtered cases in Data Editor
tree_credit. zay - SP55 Data Editor [_ [O] x|
File Edit Miew Data Transform Analwee Graphs  Utilitie:  Addon:  Window  Help
=S| B] o] B =l k| dal Fles| Bl %@l
|1 : Credit_rating |D
Income Credit_cards Education | Car_|oans ModelDr 3
1 200 2.00 200 200 9.00
200 200 200 200 g.00
1.00 200 1.00 200 1.00
4 1.00 200 200 1.00 1.00
5 200 200 200 200 9.00
B 2.00 200 2.00 200 9.00
i 2.00 200 2.00 200 9.00
1.00 2.00 1.00 200 1.00
1.00 2.00 1.00 200 1.00
2.0 2.00 2.00 200 A.00
4 [ v |\ Data view /E\fariable Wi [ _TLU _DD‘EI
|SPSS Processor is ready [ V

In the Data Editor, cases that have been filtered out are indicated with adiagonal slash
through the row number. Cases that are not in node 9 are filtered out. Casesin node 9
are not filtered; so subsequent analyses will include only cases from node 9.

Examining the Selected Cases

Asafirst step in examining the casesin node 9, you might want to ook at the variables
not used in the model. In this example, all variablesin the data file were included in
the analysis, but two of them were not included in the final model: education and car
loans. Since there’s probably a good reason why the procedure omitted them from
the final model, they probably won't tell us much, but let’s take alook anyway.

» From the menus choose:

Analyze
Descriptive Statistics
Crosstabs...
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Figure 4-18
Crosstabs dialog box

i Crosgstabs m

Rowl(z]:

@ Credit rating [Credit_rat Paste |
Reset |
Column(z):
@ Education [Educ:ati;l ﬂl
B PredictedProbabilty_2 @ Carlosns[Coboar o | Help |
> filter_$ Layer 1 of 1

F'regiousl et |

W tge [Age]
@ Income level [Income]
< Number or credit cards

@ NodelD [NodelD]

@ Predictedyalue [Predic
@ PredictedProbability_1

[ Display clustersd bar charts

[~ Suppress tables

Exact... | §tatistics...| Cells... | Format...

» Select Credit rating for the row variable.
» Select Education and Car loans for the column variables.

» Click Cells.
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Figure 4-19
Crosstabs Cell Display dialog box

Crosstabs: Cell Display E

r— Counts

W Dbserved
= Cancel
[~ Expected _l
Help |

— Percentages Reziduals
¥ Row ™ Unstandardized
™ Column [" Standardized
[~ Total [ Adjusted standardized
— Moninteger Weight:
' Round cell counts " Round case weights
" Truncate cell counts © Truncate case weights
" Mo adjustments

» Inthe Percentages group, select (check) Row.

» Then click Continue, and in the main Crosstabs dialog box, click OK to run the
procedure.
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Examining the crosstabulations, you can see that for the two variables not included in
the model, there isn’t a great deal of difference between cases in the good and bad
credit rating categories.
Figure 4-20
Crosstabulations for cases in selected node

Credit rating * Education Crosstahulation

Education
High
schoal College Tatal

Credit Bad Court 110 101 211
rating % wyithin Credit rating 521% 47.9% | 100.0%
Good Court 128 144 272

T wvithin Credit rating 47 1% S29% 100.0%

Tatal Court 235 243 433
% writhin Crecit rating 49.53% 50.7% | 100.0%

Credit rating * Car loans Crosstabulation

Car loans
Mone ar 1 2 ar Mare Taotal

Credit Bad Count 18 193 21
raing % within Credit rating 55% 91.5% [100.0%
e alals ] Count 39 233 272

o weithin Credit rating 14.3% 55.7% [1000%

Taotal Court a7 426 453
% within Credit rating 118% 85.2% [100.0%

m  For education, slightly more than half of the cases with a bad credit rating have
only a high school education, while slightly more than half with a good credit
rating have a college education—nbut this difference is not statistically significant.

m  For car loans, the percentage of good credit cases with only one or no car loans
is higher than the corresponding percentage for bad credit cases, but the vast
majority of casesin both groups has two or more car loans.

So, athough you now get some idea of why these variables were not included in the
final model, you unfortunately haven’t gained any insight into how to get better
prediction for node 9. If there were other variables not specified for the analysis, you
might want to examine some of them before proceeding.
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Assigning Costs to Outcomes

Asnoted earlier, aside from the fact that amost half of the casesin node 9 fall in each
credit rating category, the fact that the predicted category is“good” is problematic

if your main objective is to build amodel that correctly identifies bad credit risks.
Although you may not be able to improve the performance of node 9, you can till
refine the model to improve the rate of correct classification for bad credit rating
cases—although this will also result in a higher rate of misclassification for good
credit rating cases.

First, you need to turn off case filtering so that all cases will be used in the analysis
again.

» From the menus choose:

Data
Select Cases...

» Inthe Select Cases dialog box, select All cases, and then click OK.

Figure 4-21
Select Cases dialog box
i Select Cases [ x|
= [ Select
@Age [ae] _ * Al cases
@ Income level [Income] ' |f gondition is satisfied

& Number or credit cards
@ Education [Education]
& Car loans [Car_loans]

o fiter_$

" Random sample of cases

Sample...

i

" Based on time or case rangs

i

Fange...

" Use filter variable:

— Unzelected Cases Are
= Filtered ) Deleted

Current Status: Filker cazes by walues of filker_$

k. I Paste | Eesetl Eancell Help |
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» Open the Classification Tree dialog box again, and click Options.

» Click the Misclassification Costs tab.

Figure 4-22
Options dialog box, Misclassification Costs tab

Classification Tree: Options

Missing Values Misclassification Costs | Profits I

" Equal across categaories

' Custom
Predicted Categary:
Bad Good
Bad u] 2
Good 1 [u]
Actual
Categon:
| | 2

Fill bd atri
’7 Duplicate Lower Triangle | Duplicate Upper Triangle | Uze Average Cel Yalues |

Continue I Cancel | Help |

» Select Custom, and for Bad Actual Category, Good Predicted Category, enter avalue
of 2.

This tells the procedure that the “cost” of incorrectly classifying abad credit risk as
good istwice as high asthe “ cost” of incorrectly classifying a good credit risk as bad.

» Click Continue, and then in the main dialog box, click OK to run the procedure.
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Figure 4-23
Tree model with adjusted cost values
Credit rating
MNode 0
Category k3 n
= Bad 41.3861 1020
B Good 506030 1444
Total 100.0000 2464
L=l
Income level
4= Low [Lenw, hiedium] » hiedium
Mode 1 Node 2 Node 3
Cateqory % n Cateqary % n Cateqory % n
= Bad 82.0876 454 = Bad 419753 476 B Bad 1145830 90
B Good 170024 99 B Good 520247  B52 B Good 224170 B8Y
Total 224432 553 Total 45.0227 1134 Total AN TET
=] [
Mumber or credit cards Mumber or credit cards
5 ar more Less i:han 5 5 ar more Less than §
MNode 4 MHode § Mode Mode 7
Category % n Category % n Category % n Category % n
B Bad 56.7204 422 u Bad 138462 54 m Bad 17.54824 20 = Bad 31056 10
B Good 43,3706 FaF B Good 261538 336 B Good 22,476 375 B Good 06,8944 312
Total 301948 744 Tatal 158273 390 Total 18,4659 455 Total 130632 322
[ =
ﬂ?e
<= 150792 » 130792
Mode 2 Mode 9
Category % n Category % n
= pad 208420 211 = pad 426803 211
B Good 191671 bili] B Good 63147 372
Total 105928 261 Total 196023 483

At first glance, the tree generated by the procedure looks essentialy the same as the
origina tree. Closer inspection, however, reveals that although the distribution of
cases in each node hasn't changed, some predicted categories have changed.

For the terminal nodes, the predicted category remains the samein al nodes except
one: node 9. The predicted category is now “Bad” even though slightly more than
half of the cases are in the “Good” category.

Since we told the procedure that there was a higher cost for misclassifying bad credit
risks as good, any node where the cases are fairly evenly distributed between the
two categories now has a predicted category of “Bad” even if a dight majority of
casesisin the “Good” category.
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This change in predicted category is reflected in the classification table.

Figure 4-24

Risk and classification tables based on adjusted costs

Risk
Estimate Std. Errar
288 011
Growing Method: CHAID
Dependent Variable: Credit rating
Classification
Predicted
Ohsetved Bad Good Percert Correct
Bad 576 144 95.9%
(3oad 421 1023 70.8%
Orverall Percentage 52 6% 47 4% 1%
Growving Method: CHAID
Dependent Yariable, Credit rating

m  Almost 86% of the bad credit risks are now correctly classified, compared
to only 65% before.

m  On the other hand, correct classification of good credit risks has decreased from
90% to 71%, and overall correct classification has decreased from 79.5% to
77.1%.

Note also that the risk estimate and the overall correct classification rate are no longer

consistent with each other. You would expect arisk estimate of 0.229 if the overall

correct classification rate is 77.1%. Increasing the cost of missclassification for bad
credit cases has, in this example, inflated the risk value, making its interpretation
less straightforward.

Summary

You can use tree models to classify cases into groups identified by certain
characteristics, such as the characteristics associated with bank customers with good
and bad credit records. If a particular predicted outcome is more important than other
possible outcomes, you can refine the model to associate a higher misclassification
cost for that outcome—but reducing misclassification rates for one outcome will
increase misclassification rates for other outcomes.
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Building a Scoring Model

One of the most powerful and useful features of the Classification Tree procedure
is the ability to build models that can then be applied to other datafiles to predict
outcomes. For example, based on a data file that contains both demographic
information and information on vehicle purchase price, we can build a model that
can be used to predict how much people with similar demographic characteristics
are likely to spend on a new car—and then apply that model to other data files
where demographic information is available but information on previous vehicle
purchasing is not.

For this example, we'll use the data file tree_car.sav, located in the
tutorial\sample_files directory of the SPSS installation directory.

Building the Model

» To run aClassification Tree analysis, from the menus choose:

Analyze
Classify
Tree...

99
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Figure 5-1
Classification Tree dialog box

Classification Tree [ x|

Wariables: Dependent Yariable:
» prrice of primaty veh. ..

Cateqories. | Paste |

Reset |
Independent Variables:
) Cancel |
fﬂge in years [age]
aGender [gender] Help |

> ﬂlncome category in ...
aifl Level of education [...
& Marital skatus [marital]

[~ Force first variable

Influence Varisble:

|
Right click. on a wariable to
change its measurement Growing Method;
level in the Wariables lisk ICRT LI

Cutput, .., |'v'a|_ic|ati0n...| Criteria. .. | SavYE.., | Options. .. |

» Select Price of primary vehicle as the dependent variable.

» Select al the remaining variables as independent variables. (The procedure will
automatically exclude any variables that don't make a significant contribution to
the final model.)

» For the growing method, select CRT.

» Click Output.
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Figure 5-2

Output dialog box, Rules tab

Classification Tree: Dutput E

Tree IStatisticsI Plats  Rules |

v Generate classification rules

—Svnkax
{* SpsS

5ol

= Simple Text

¥ Use variable and value [sbels

—Type
i+ fssign values to cases

i Select cases

SEL rules

P Include surrogates in SESS and

Modes

& pll terminal nodes

" Best terminallnades

—

Best terminal nodes up toja
specified percentage of cases

—

Terminal nodes whose indesx
walue meets ar excesds & cuboff
walue

flimimum Indesx Yalue: I

Al nodes

Hurmber of Nodes:

Bercentage:

¥ Export rules to a file

File; Ic:'l,temp'l,car_scores.sps

Browse, .. |

Cancel | Help

Click the Rules tab.

Select (check) Generate classification rules.

For Syntax, select SPSS.

For Type, select Assign values to cases.

Building a Scoring Model

Select (check) Export rules to a file and enter afilename and directory location.

Remember the filename and location or write it down because you'll need it alittle
later. If you don’t include a directory path, you may not know where the file has
been saved. You can use the Browse button to navigate to a specific (and valid)

directory location.

Click Continue, and then click OK to run the procedure and build the tree model.
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Evaluating the Model

Before applying the model to other datafiles, you probably want to make sure that the
model works reasonably well with the original data used to build it.

Model Summary

Figure 5-3
Model summary table

Specifications Growing Method
Dependent “ariable

Independent Yarishles

Walickation
Maximum Tree Depth

Minimum Cases in Parent
Macle

Minimum Cazes in Child Made

Independent *ariahles
Included

Results

Mumber of Modes
Murmber of Terminal Modes

CRT
Price of primary wehicle

Ageinyears , Gender | Income category in
thousands | Lewvel of education | Marital status

MCNE
B

100

=0

Income category inthousands | Age in years |
Lewvel of education

29
15

Depth 2

The model summary table indicates that only three of the selected independent
variables made a significant enough contribution to be included in the final model:
income, age, and education. Thisisimportant information to know if you want to
apply this model to other datafiles, since the independent variables used in the model
must be present in any data file to which you want to apply the model.

The summary table also indicates that the tree model itself is probably not a
particularly simple one since it has 29 nodes and 15 terminal nodes. This may not be
anissueif you want areliable model that can be applied in a practical fashion rather
than a simple model that is easy to describe or explain. Of course, for practical
purposes, you probably also want amodel that doesn’t rely on too many independent
(predictor) variables. In this case, that’s not a problem since only three independent
variables are included in the final model.
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Figure 5-4

Tree Model Diagram

Tree model diagram in Tree Editor

Building a Scoring Model
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The tree model diagram has so many nodes that it may be difficult to see the whole
model at once at a size where you can still read the node content information. You
can use the tree map to see the entire tree:

Double-click the tree in the Viewer to open the Tree Editor.

From the Tree Editor menus choose:
View
Tree Map

Figure 5-5
Tree map

7= Tree Map [ x|

B The tree map shows the entire tree. You can change the size of the tree map
window, and it will grow or shrink the map display of the tree to fit the window
size.

m  The highlighted areain the tree map is the area of the tree currently displayed in
the Tree Editor.

m  You can use the tree map to navigate the tree and select nodes.

For more information, see “ Tree Map” in Chapter 2 on p. 51.

For scale dependent variables, each node shows the mean and standard deviation of
the dependent variable. Node 0 displays an overall mean vehicle purchase price of
about 29.9 (in thousands), with a standard deviation of about 21.6.

®  Node 1, which represents cases with an income of less than 75 (also in thousands)
has a mean vehicle price of only 18.7.
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®m |In contrast, node 2, which represents cases with an income of 75 or more, has a
mean vehicle price of 60.9.

Further investigation of the tree would show that age and education also display a
relationship with vehicle purchase price, but right now we're primarily interested
in the practical application of the model rather than a detailed examination of its
components.

Risk Estimate

Figure 5-6
Risk table

Risk

Estimate Std. Error
E5.485 2985
Growing Method: CRT
Dependent Variahle: Price of primary vehicle

None of the results we' ve examined so far tell usif thisis a particularly good model.
Oneindicator of the model’s performance istherisk estimate. For a scale dependent
variable, the risk estimate is a measure of the within-node variance, which by itself
may not tell you agreat deal. A lower variance indicates a better model, but the
variance is relative to the unit of measurement. If, for example, price was recorded in
ones instead of thousands, the risk estimate would be a thousand times larger.

To provide a meaningful interpretation for the risk estimate with a scale dependent
variable requires a little work:

m Total variance eguals the within-node (error) variance plus the between-node
(explained) variance.

m  The within-node variance is the risk estimate value: 68.485.

m Thetotal varianceisthe variance for the dependent variables before consideration
of any independent variables, which is the variance at the root node.

m  The standard deviation displayed at the root node is 21.576; so the total variance
is that value squared: 465.524.
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m  The proportion of variance dueto error (unexplained variance) is 68.485/465.524
=0.147.

m  The proportion of variance explained by the model is 1-0.147 = 0.853, or 85.3%,
which indicates that thisis afairly good model. (This has a similar interpretation
to the overall correct classification rate for a categorical dependent variable.)

Applying the Model to Another Data File

Having determined that the model is reasonably good, we can now apply that model
to other data files containing similar age, income, and education variables and
generate a new variable that represents the predicted vehicle purchase price for each
caseinthat file. This processis often referred to as scoring.

When we generated the model, we specified that “rules’ for assigning values to
cases should be saved in atext file—in the form of SPSS command syntax. We will
now use the commands in that file to generate scores in another datafile.

» Open the datafile tree_score _car.sav, located in the tutorial\sample_files folder
of the SPSS installation folder.

» Next, from the SPSS menus choose:
File
New
Syntax

» In the command syntax window, type:

INSERT FILE=
‘c:\temp\car_scores.sps'.
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If you used a different filename or location, make the appropriate changes.

Figure 5-7
Syntax window with INSERT command to run a command file

By Syntaxl - SP5S Syntax Editor [_ (O] x|
File Edit “iew [Data Transform  Analyze Graphs  Utlitier Bun Add-on: Window Help

SR8 = o E@e|p| sl | @ 7l 0]

INSERT FILE="c:Mempicar_scores sps’

[ ¥ [SPS5 Processor is ready i

The INSERT command will run the commands in the specified file, which is the
“rules’ file that was generated when we created the model.

From the command syntax window menus choose:

Run
All
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Figure 5-8
Predicted values added to data file

tree_score_car.say - 5P55 Data Editor !E[E
File Edit “iew Data Transform Analwze Graphs  Utliies Add-oh:  ‘Window Help

=(R|8| B -] 2 =[] ol FlE BEF vlelE]]

|24 “riod_001 |1 0
inccat ed marital nod 001 pre 001 var g
1 3.00 1 1 10.00 30.56
2 4.00 1 0 27.00 £1.08
E 2.00 3 1 24.00 17.13
4 200 4 1 23.00 15.58
5 1.00 2 0 21.00 9.38
B 3.00 2 0 9.00 2978
7 1.00 1 0 22.00 10.22
) 4.00 3 1 12.00 54.08
9 3.00 3 1 10.00 30.56
10 4.00 4 1 20.00 BB.79 -|
4| » |\\Data View £ Variable View [ 1
|SPSS Processar is ready [ Y

This adds two new variables to the datafile:

m nod 001 contains the terminal node number predicted by the model for each case.
m pre_001 contains the predicted value for vehicle purchase price for each case.

Since we requested rules for assigning values for terminal nodes, the number of
possible predicted values is the same as the number of terminal nodes, which in this
case is 15. For example, every case with a predicted node number of 10 will have the
same predicted vehicle purchase price: 30.56. Thisis, not coincidentally, the mean

value reported for terminal node 10 in the original model.

Although you would typically apply the model to data for which the value of the
dependent variable is not known, in this example the data file to which we applied
the model actually contains that information—and you can compare the model

predictions to the actual values.

From the menus choose;

Analyze
Correlate
Bivariate...
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» Select Price of primary vehicle and pre_001.

Figure 5-9

Bivariate Correlations dialog box

i Bivanate Comelations m

@ Age in vears [age]

& Income category in thor
@ Level of education [ed]
@ arital status [marital]
@ nod_001

Yanahles:

® Price of pimary vehicle
& pre_001

r— Comelation Coefficients

¥ Pearson [ Kendall's tau-b

[ Speamman

— Test of Significance

& Two-tailed

" One-tailed

v Flag significant comelations

=N

I

Optiohs....

» Click OK to run the procedure.

Figure 5-10
Correlation of actual and predicted vehicle price
Price of
primary wehicle pre_001
Price of primary wehicle Pearzon Correlstion 1 19
Sig. (2-tailed) oo
il 3280 3280
pre_001 Pearson Correlation 919 1
Si. (2-tailed) ooa
M 3290 3290

. Correlation is sionificant st the 0.01 level (2-tailed).

Building a Scoring Model

The correlation of 0.92 indicates a very high positive correlation between actual and
predicted vehicle price, which indicates that the model works well.
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Summary

You can use the Classification Tree procedure to build models that can then be applied
to other datafiles to predict outcomes. Thetarget datafile must contain variables with
the same names as the independent variables included in the final model, measured in
the same metric and with the same user-defined missing values (if any). However,
neither the dependent variable nor independent variables excluded from the final
model need to be present in the target datafile.
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Missing Values in Tree Models

The different growing methods deal with missing values for independent (predictor)
variables in different ways:

m  CHAID and Exhaustive CHAID treat al system- and user-missing values for
each independent variable as a single category. For scale and ordinal independent
variables, that category may or may not subsequently get merged with other
categories of that independent variable, depending on the growing criteria.

m  CRT and QUEST attempt to use surrogates for independent (predictor) variables.
For cases in which the value for that variable is missing, other independent
variables having high associations with the original variable are used for
classification. These alternative predictors are called surrogates.

This example shows the difference between CHAID and CRT when there are missing
values for independent variables used in the model.

For this example, we'll use the data file tree_missing_data.sav, located in the
tutorial\sample_files directory of the SPSS installation directory.

Note: For nomina independent variables and nominal dependent variables, you
can choose to treat user-missing values as valid values, in which case those values
are treated like any other nonmissing values. For more information, see “Missing
Values’ in Chapter 1 on p. 27.

m
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Missing Values with CHAID

Figure 6-1
Credit data with missing values

tree_mizsing_data sav - 5P55 Data Editor

File Edit “iew Data Transform  Analvze Graphs  Ubliies Add-on: Window Help
=|R|8| ®| || 5] |k M| Flr SlEE vl
|14: Credit_rating |U
Credit rating Age Income Credit_cards Educag
1 .0d 36.22 2.00 .
2 .0d 21.99 2.00 .
3 .0d 2917 . 2.00
4 0o 3275 . 2.00
5 0o 3677 2.00 .
53 0o 3932 2.00 2.00
7 .0d 370 2.00 200
8 .0d 3472 . 200
9 .0d 3153 1.00 2.00
10 .0d 2478 2.00 .
11 .0d 2278 . 2.00 |
aec |\1F)ata\ﬁew;{ Variable View f e Lo Jﬂn |
|SPSS Processar is ready [ v

Like the credit risk example (for more information, see Chapter 4), this example
will try to build a model to classify good and bad credit risks. The main difference
isthat this data file contains missing values for some independent variables used
in the model.

» Torun aClassification Tree analysis, from the menus choose:

Analyze
Classify
Tree...
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Figure 6-2

Classification Tree dialog box

Classification Tree [ x|
Wariables: Dependent Yariable:

Right click. on a wariable to
change its measurement
level in the Wariables lisk

Cutput, .., | 'v'al_iclation...l Criteria. .. |

I a Credit rating [Credit. ..

Paste |

Reset |
Cancel |
Help |

Categaories. .. |

Independent Variables:
& e [age]
ﬂ Income level [Income]
& Number or credit ca...
a Education [Education]
f(:ar loans [Car_loans]

[~ Force first variable

Influence Varisble:

Growing Method;

JcHaD =]

Save... | apkions, ..

Select Credit rating as the dependent variable.

Missing Values in Tree Models

Select dl of the remaining variables as independent variables. (The procedure will
automatically exclude any variables that don't make a significant contribution to

the final model.)

For the growing method, select CHAID.

For this example, we want to keep the tree fairly smple; so, we'll limit the tree
growth by raising the minimum number of cases for the parent and child nodes.

In the main Classification Tree dialog box, click Criteria.
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Figure 6-3
Criteria dialog box, Growth Limits tab

Classification Tree: Criteria

Grawth Limits | CHAID | Intervals |
— basimum Tree Depth——————  — Minimum Mumber of Cazes

+ Automnatic Parent Mode: |‘1DD

The masimurn number of levels iz 3
far CHAID 5 for CRT and QUEST. Child Nade: |20

" Custom

Walue: I

CEinue ] Cancel | Hep |

» For Minimum Number of Cases, type 400 for Parent Node and 200 for Child Node.

» Click Continue, and then click OK to run the procedure.
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CHAID Results

Figure 6-4
CHAID tree with missing independent variable values

Credit rating

Mode 0

Category % n
W pad 41.41020
B Good 52.6 1444

Total 100.0 2464

El
Income lewvel
<= Low ([Low, hdedium] ® Mediumi <missing*
Node 1 Node 2 Node 3
Category % n Category % n Category % n
W pad 81.0 366 W pad 420 476 W Bad 203 178
 Good 19.0 26 B Good 52.0 653 B Good T9.7 700
Total 12.3 452 Total 46.01124 Total 356 878
= =
e Number of credit cards
<=1574 (‘25.?4[ 30.54] (‘30.54[ 41.31] > 4|1 Rl & orlmone Less than 5 <missing
Node 4 Node § Node & Node 7 Node & Node 9 Node 10
Category % n Category % n Category % n Category % n Category % n Category % n Category % n
W pad 747 174| (W Bad 527 1G( [®Bad 3.9 1583 B Bad 153 33| (™ Bad 346 128( (™ Bad 51 1 W pad 1323 24
 Good 253 89| (™ Good 473 104( |9 Good 67.1 212 B Good 847 183 | (™ Good 654 242( (™ Good 94.0 203 B Good 867 265
Total 045 132 Total 8.0 0 Total 12.0 465 Total a8 6 Total 15.0 370 Total a7 214 Total 1.9 204

For node 3, the value of income level is displayed as >Medium;<missing>. This
means that the node contains cases in the high-income category plus any cases with
missing values for income level.

Terminal node 10 contains cases with missing values for number of credit cards.
If you're interested in identifying good credit risks, this is actually the second
best terminal node, which might be problematic if you want to use this model for
predicting good credit risks. You probably wouldn't want amodel that predicts agood
credit rating simply because you don’t know anything about how many credit cards a
case has, and some of those cases may aso be missing income-level information.
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Figure 6-5
Risk and classification tables for CHAID model
Risk
Estitnate Stod. Errar
249 009
Groweing Method: CHAID
Dependent YYariakle: Credit rating
Classification
Predicted
Ohserved Bl Good Percert Correct
Bad B5E6 364 64.3%
Good 249 1195 §2.8%
Owerall Percentage 366 B3.3% 75.1%

Growing Method: CHAID
Dependent “ariahle: Credit rating

Therisk and classification tables indicate that the CHAID model correctly classifies
about 75% of the cases. Thisisn't bad, but it's not great. Furthermore, we may have
reason to suspect that the correct classification rate for good credit cases may be
overly optimistic, sinceit’s partly based on the assumption that lack of information
about two independent variables (income level and number of credit cards) is an
indication of good credit.

Missing Values with CRT

Now let’ stry the same basic analysis, except we'll use CRT as the growing method.
» Inthe main Classification Tree dialog box, for the growing method, select CRT.
» Click Criteria.

» Make sure that the minimum number of casesis still set at 400 for parent nodes
and 200 for child nodes.

» Click the Surrogates tab.

Note: You will not see the Surrogates tab unless you have selected CRT or QUEST
as the growing method.
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Figure 6-6
Criteria dialog box, Surrogates tab

Classification Tree: Criteria

Growth Limits | CRT | Pruning  Surmagates |

b aimum Humber of Surrogates

' Automatic (one fewer than the number of independent variables]

" Custom:

alue: I

Surrogates are uged to classify cazes that have mizzing values on independent vanables
uszed in the tree. Specify the marimum number of surogates o compute for each spli.

CEoinue | Cancel | Hep |

For each independent variable node split, the Automatic setting will consider every
other independent variable specified for the model as a possible surrogate. Since there
aren’t very many independent variables in this example, the Automatic setting is fine.

» Click Continue.

» Inthe main Classification Tree dialog box, click Output.
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Figure 6-7
Output dialog box, Statistics tab

Classification Tree: Dutput

<l

_| SLTM Y
¥

O A

» Click the statistics tab.
» Select Surrogates by split.

» Click Continue, and then click OK to run the procedure.
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CRT Results

Figure 6-8
CRT tree with missing independent variable values

Credit rating

Mode 1
Cateqory 3 n
B Bad 41.41020
= Good SEE 1444
Tatal 100 0 2484

Murnber of credit cards

I—‘;

Saor mole s than 5
Node 1 Mode 2
Category 3 n Category % n

= Bad 55.1 807 | (= Bad 138 113
= Good 443 733 | |= Good 6.2 703
Tatal BB 81848 Total 332 818

Income [E]

I—l—\

2= hrledlum = hrledlum

Node 3 Node 4
Category 3 n Category 3 n
= Bad E3.E 832 (™ Bad 167 73
5 Good 30.4 264 | (= Good 233 379
Total 48 51198 Total 18.3 430

<-33 18 >31.! 18

Node ] Node E
Category & n Category % n
m Bad 821 381| [mBad 1.4 231
= Good 17.9 127 ( (= Good 428 237
Total 28 7 ?03 Total 19.8 488

Income lewel

; >Low

Node T Node 8
Categony & n Categorny ¥ n
= Bad 4.4 Z34| |mBad 13.4 347
= Good 3.6 14| [=_Good 24.6 113
Total 10,1 242 Total 12.7 480

You may immediately notice that this tree doesn’'t look much like the CHAID tree.
That, by itself, doesn’'t necessarily mean much. In a CRT tree model, al splits are
binary; that is, each parent node is split into only two child nodes. In a CHAID
model, parent nodes can be split into many child nodes. So, the trees will often look
different even if they represent the same underlying model.
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There are, however, a number of important differences:

®  The most important independent (predictor) variable in the CRT model is number
of credit cards, whilein the CHAID model, the most important predictor was
income level.

m  For cases with less than five credit cards, number of credit cardsis the only
significant predictor of credit rating, and node 2 is aterminal node.

m  Aswith the CHAID model, income level and age are also included in the model,
although income level is now the second predictor rather than the first.

m  Therearen’'t any nodes that contain a<missing> category, because CRT uses
surrogate predictors rather than missing values in the model.

Figure 6-9

Risk and classification tables for CRT model

Risk

Estimate Stdd. Error
224 nos
Growing Method: CRT
Dependent Wariable: Credit rating

Classification

Predicted
Chserved Bl (ood Percert Correct
Bad 832 188 31 6%
Good 364 1050 T4.8%
Crverall Percentage 453.5% 51.5% TTEW

Groveing Method: CRT
Dependent Variable: Credit rating

Therisk and classification tables show an overall correct classification rate of
almost 78%, a dight increase over the CHAID model (75%).

The correct classification rate for bad credit cases is much higher for the CRT
model—81.6% compared to only 64.3% for the CHAID model.

The correct classification rate for good credit cases, however, has declined from
82.8% with CHAID to 74.8% with CRT.



121

Surrogates

Missing Values in Tree Models

The differences between the CHAID and CRT models are due, in part, to the use of
surrogates in the CRT model. The surrogates table indicates how surrogates were

used in the model.

Figure 6-10
Surrogates table

Parent Mode

Independent % ariable

Improvement

Azzocistion

0

Primaty
Surrogate

Mumber of credi cards
Car loans
Age

090
ns2
iy

£43
no4

1

Primary
Surrogate

Income level
Aoge

07
00

004

3

Primary

Aoe

022

5

Primary
Surrogate

Income lewel
Aoe

008
000

.00a

Growing Method; CRT
Dependent Yariable: Credit_rating

Summary

At the root node (node 0), the best independent (predictor) variable is number

of credit cards.

For any cases with missing values for number of credit cards, car loansis used as
the surrogate predictor, since this variable has afairly high association (0.643)
with number of credit cards.

If acase also has amissing value for car loans, then age is used as the surrogate
(although it has afairly low association value of only 0.004).

Ageis also used as a surrogate for income level at hodes 1 and 5.

Different growing methods handle missing data in different ways. If the data used to
create the model contain many missing values—or if you want to apply that model to
other datafiles that contain many missing values—you should evaluate the effect of
missing values on the various models. If you want to use surrogates in the model to
compensate for missing values, use the CRT or QUEST methods.






Glossary

CHAID. Chi-sguared Automatic Interaction Detection. At each step, CHAID
chooses the independent (predictor) variable that has the strongest interaction with
the dependent variable. Categories of each predictor are merged if they are not
significantly different with respect to the dependent variable.

CRT. Classification and Regression Trees. CRT splits the data into segments that are

as homogeneous as possible with respect to the dependent variable. A terminal node
in which all cases have the same value for the dependent variable is a homogeneous,
"pure” node.

Exhaustive CHAID. A modification of CHAID that examines al possible splits for
each predictor.

Index. Index is the ratio of the node response percentage for the target category
compared to the overall target category response percentage for the entire sample.

Nominal. A variable can be treated as nominal when its values represent categories
with no intrinsic ranking; for example, the department of the company in which
an employee works. Examples of nominal variables include region, zip code, or
religious affiliation.

Ordinal. A variable can be treated as ordina when its values represent categories
with some intrinsic ranking; for example, levels of service satisfaction from highly
dissatisfied to highly satisfied. Examples of ordinal variables include attitude scores
representing degree of satisfaction or confidence and preference rating scores.

QUEST. Quick, Unbiased, Efficient Statistical Tree. A method that is fast and avoids
other methods' bias in favor of predictors with many categories. QUEST can be
specified only if the dependent variable is nominal.

Response. The percentage of casesin the node in the specified target category.

Scale. A variable can be treated as scale when its values represent ordered
categories with a meaningful metric, so that distance comparisons between values
are appropriate. Examples of scale variables include age in years and incomein
thousands of dollars.

User-Missing Values. VValues you have specified as missing. You can specify
individual missing values for numeric or string variables or arange of missing values
for numeric variables. See also system-missing values.
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CHAID, 1
Bonferroni adjustment, 12
intervals for scale independent variables, 14
maximum iterations, 12
resplitting merged categories, 12
splitting and merging criteria, 12
classification table, 87
classification trees
CHAID method, 1
CRT method, 1
Exhaustive CHAID method, 1
forcing first variable into model, 1
measurement level, 1
QUEST method, 1, 16
collapsing tree branches, 49
command syntax
creating selection and scoring syntax for
classification trees, 45, 58
costs
misclassification, 19
tree models, 95
crossvalidation
trees, 9
CRT, 1
impurity measures, 15
pruning, 17

decision trees, 1

gain, 83
gains chart, 85
Gini, 15

Index

hiding nodes
vs. pruning, 17
hiding tree branches, 49

impurity

CRT trees, 15
index

tree models, 83
index chart, 86
index values

trees, 34

measurement level
classification trees, 1
in tree models, 63

misclassification
costs, 19
rates, 87
trees, 34

missing values
in tree models, 111
trees, 27

model summary table
tree models, 80

node number

saving as variable from classification trees, 29
nodes

selecting multiple tree nodes, 49
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Index

ordered twoing, 15

predicted probability

saving as variable from classification trees, 29
predicted value

saving as variable from classification trees, 29
predicted values

saving for tree models, 88
profits

prior probabilities, 23

trees, 21, 34
pruning classification trees

vs. hiding nodes, 17

QUEST, 1, 16
pruning, 17

random number seed
classification tree validation, 9

response
tree models, 83

risk estimates
for categorical dependent variables, 87
for scale dependent variables in Classification
Tree procedure, 105
trees, 34

rules
creating selection and scoring syntax for
classification trees, 45, 58

scale variables
dependent variables in Classification Tree
procedure, 99

scores
trees, 25

scoring
tree models, 99
selecting multiple tree nodes, 49
significance level for splitting nodes, 16
split-sample validation
trees, 9
SQL
creating SQL syntax for selection and scoring,
45, 58
surrogates
in tree models, 111, 119
syntax
creating selection and scoring syntax for
classification trees, 45, 58

tree models, 83
trees, 1
applying models, 99
assumptions for Classification Tree procedure,
63
CHAID growing criteria, 12
charts, 39
colors, 56
controlling node size, 11
controlling tree display, 31, 55
crossvalidation, 9
CRT method, 15
custom costs, 95
editing, 49
effects of measurement level, 63
effects of value labels on Classification Tree
procedure, 68
fonts, 56
gains for nodes table, 83
generating rules, 45, 58
hiding branches and nodes, 49
index values, 34
intervals for scale independent variables, 14
limiting number of levels, 11
misclassification costs, 19
misclassification table, 34
missing values, 27, 111
model summary table, 80
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Index

node chart colors, 56 text attributes, 56

predictor importance, 34 tree contents in a table, 31
prior probabilities, 23 tree in table format, 82
profits, 21 tree map, 51

pruning, 17 tree orientation, 31
reguirement for Classification Tree procedure, 63 working with large trees, 51
risk estimates, 34 twoing, 15

risk estimates for scale dependent variables, 105
saving model variables, 29

saving predicted values, 88

scale dependent variables, 99

scaling tree display, 52 val 't?éioré
o, o value labels

scoring, 99

selecting cases in nodes, 89

selecting multiple nodes, 49

showing and hiding branch statistics, 31
split-sample validation, 9

surrogates, 111, 119 weighting cases

terminal node statistics, 34 fractional weightsin classification trees, 1

Classification Tree procedure, 68
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